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Abstract

The dissertation integrates experimental investigations with numerical modeling of pul-

sating heat pipes (PHP), which are passive heat exchangers without moving parts. The

primary objective is to develop a numerical PHP model for cryogenic conditions. The ex-

perimental part provides a consistent high-quality reference data set for model validation

and extends the description of heat and mass transfer mechanisms at low temperatures.

Heat rejection was provided using a two-stage cryocooler with two dedicated thermal in-

terfaces matched to the cold ends of both stages and with radiation shielding that limited

parasitic heat fluxes to the cryostat. The campaign covered two inner diameters of the

capillary channel, three working fluids, namely neon, nitrogen, and argon, and selected

filling ratios. Measurements were carried out over 27.3 to 105 K and the operating win-

dow depended on the working fluid. The pressure in the tube and the temperatures in the

evaporator and condenser were recorded, enabling the determination of thermohydraulic

characteristics complemented by a full uncertainty analysis.The modeling was carried

out in OpenFOAM using the Volume of Fluid (VOF) method with the MULES algo-

rithm in a fully compressible formulation with thermophysical properties dependent on

temperature and local saturation parameters. In cryogenics, the properties of liquids and

vapors depend strongly and non-linearly on temperature and pressure and differ markedly

from those of fluids under ambient conditions. Therefore, a compressible approach was

adopted with precise property correlations and strict control of mass and energy balances.

The phase change was described by the Tanasawa relation and the Hardt and Wondra

approach, treated as a mass flux across the phase interface resulting from interfacial kinet-

ics and controlled by superheat or subcooling relative to saturation. The solver includes

in-house modifications that are tailored to cryogenic conditions and to the specific oper-

ation of PHP. Validation was carried out in stages, from reference tests and benchmarks

to comparisons with experimental data. The parametric analyzes covered the effects of

the working fluid, the filling ratio and the inner diameter on a prescribed heat flux. The

calculations were performed in parallel using an MPI environment, enabling a system-

atic parameter survey and sensitivity analyzes within the desired turnaround time. The

results showed how the choice of fluid, filling ratio, and channel diameter governs PHP

operating regimes, thermal resistance, and the evolution of pressure and temperature.

Parameter regions that minimize thermal resistance and thresholds for loss of pulsation

stability were identified. Comparison of the model with experiments indicated agreement

within acceptable error bounds. Recommendations were developed to select the working

fluid, diameter, and filling ratio for cryogenic systems, and directions were defined for

further model development.
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Abstract in Polish - Streszczenie

Rozprawa integruje badania eksperymentalne z modelowaniem numerycznym (CFD) pul-

sacyjnych rurek ciepła (PHP), które są pasywnymi wymiennikami pozbawionymi elemen-

tów ruchomych. Zasadniczym celem jest opracowanie modelu numerycznego PHP dla

warunków kriogenicznych. Część doświadczalna dostarcza spójnego i wysokiej jakości

zbioru danych referencyjnych do walidacji oraz rozszerza opis mechanizmów cieplno-

przepływowych w niskich temperaturach. Odbiór ciepła realizowano w dwustopniowej

kriochłodziarce z dwoma dedykowanymi interfejsami termicznymi dopasowanymi do zim-

nych końców obu stopni oraz z ekranowaniem promieniowania ograniczającym dopływ

ciepła do kriostatu. Kampania objęła dwie średnice wewnętrzne kanału kapilarnego, trzy

media robocze neon azot i argon oraz wybrane wartości stopnia wypełnienia. Pomiary

prowadzono w zakresie od 27.3 do 105 K, a okno pracy zależało od medium. Reje-

strowano ciśnienie oraz temperatury parownika i skraplacza, co pozwoliło wyznaczyć

charakterystyki termohydrauliczne uzupełnione pełną analizą niepewności. Modelowanie

wykonano w OpenFOAM metodą objętości płynów VOF z algorytmem MULES w uję-

ciu w pełni ściśliwym i z właściwościami termofizycznymi zależnymi od temperatury oraz

lokalnego nasycenia. W kriogenice własności cieczy i pary silnie i nieliniowo zależą od tem-

peratury oraz ciśnienia i wyraźnie odbiegają od mediów w warunkach otoczenia, dlatego

przyjęto podejście ściśliwe z precyzyjnymi korelacjami właściwości oraz ze ścisłą kontrolą

bilansów masy i energii. Przemianę fazową opisano relacją Tanasawy oraz podejściem

Hardta i Wondry jako strumień masy przez powierzchnię międzyfazową wynikający z

kinetyki na granicy faz i zależny od przegrzania lub dochłodzenia względem nasycenia.

W solverze wprowadzono autorskie modyfikacje dostosowane do kriogeniki i specyfiki

pracy PHP. Walidację prowadzono etapowo od testów referencyjnych i benchmarków do

porównań z danymi eksperymentalnymi. Analizy parametryczne objęły wpływ medium

roboczego, stopnia wypełnienia i średnicy wewnętrznej przy zadanym strumieniu ciepła.

Obliczenia realizowano równolegle w środowisku (MPI), co umożliwiło systematyczny

przegląd parametrów oraz analizę wrażliwości modelu w pożądanym czasie. Uzyskane

wyniki pokazały, jak dobór medium, stopnia wypełnienia i średnicy kanału kształtuje

reżimy pracy PHP, opór cieplny oraz przebiegi ciśnień i temperatur. Wyznaczono obszary

parametrów sprzyjające minimalizacji oporu cieplnego i progi utraty stabilności pulsacji.

Zestawienie wyników modelu z eksperymentem wskazało zakresy zgodne w granicach ak-

ceptowalnego błędu. Określono zalecenia doboru medium, średnicy i stopnia wypełnienia

dla układów kriogenicznych oraz wyznaczeno kierunki dalszej rozbudowy modelu.
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Nomenclature

Symbol Meaning Units

Latin symbols

t time s

x, r spatial / radial coordinate m

V, ∆V control volume and its measure m3

Af face area m2

Sf face area vector m2

U velocity vector m/s

p pressure Pa

prgh pressure reduced by hydrostatic head Pa

gh hydrostatic head Pa

g gravitational acceleration m/s2

T temperature K

Te, Tc evaporator / condenser temperature K

cp specific heat (at constant p) J/(kg K)

cv specific heat (at constant v) J/(kg K)

k thermal conductivity W/(m K)

κeff effective thermal conductivity W/(m K)

q heat flux W/m2

ϕ volumetric face flux m3/s

ϕα VOF flux with compression m3/s

ṁ interfacial mass flux kg/(m2 s)

v̇ volumetric phase–change source s−1

hlv latent heat of vaporisation J/kg

M molar mass kg/mol

Rg gas constant J/(mol K)

continued on next page
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Contents

Symbol Meaning Units

D thermal diffusivity m2/s

Dc diffusion coeff. in scalar transport m2/s

R(t) bubble radius m

Co Courant number –

GV inverse capillary–viscous timescale s−1

rAU reciprocal of momentum–matrix diagonal –

S generic source term —

J volumetric mass flux kg/(m3 s)

d diameter m

Tsat, psat local saturation temperature/pressure K, Pa

n̂f unit normal to interface at face –

Greek symbols

α volume fraction –

ρ density kg/m3

µ dynamic viscosity Pa s

ν kinematic viscosity m2/s

σ surface tension N/m

ψ isothermal compressibility Pa−1

β relaxation/tuning coefficient s−1

βT thermal expansion coefficient K−1

ϵ turbulent dissipation rate m2/s3

γ accommodation coefficient –

τµ, τρ viscous / capillary timescales s

ζ Stefan similarity parameter –

Θ(·) Heaviside step function –

ϕr interface–compression flux m3/s

Experiment-specific symbols

R thermal resistance K/W

R̂ model approximation of thermal resistance K/W

Qevap electric heat input at evaporator W

continued on next page
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Symbol Meaning Units

Qcool net heat removed by cryocooler (PID readback) W

Keff effective thermal conductivity (experiment) W/(m K)

LPHP effective conduction length 1
2
(le + lc) + la m

le, lc, la evaporator, condenser, adiabatic segment length m

A total cross–sectional area carrying heat m2

n number of capillaries –

Di inner diameter of capillary m

Bo Bond number = g(ρl − ρv)d
2/σ –

La Laplace number = ρσd/µ2 (form used in

sensitivity study)

–

Coconf Confinement number (convenience symbol; distinct

from Courant Co)

–

dcrit critical diameter at Bo = 4 m

FR filling ratio = Vl/(Vl + Vg) %

Vl, Vg liquid and vapour volume inside PHP m3

VPHP internal volume of PHP m3

Vorange buffer-side control volume (supply section) m3

VblueCryo cryostat segment of feed line m3

VblueOut ambient segment of feed line m3

Vbuffer buffer tank volume m3

∆m gas mass transferred from buffer to PHP during

filling

kg

p̄ time-averaged pressure over analysis window Pa

Tcond condenser temperature (Cernox®) K

Tbuffer buffer/ambient temperature (PT100) K

ρl, ρg liquid and vapour density (from REFPROP) kg/m3

(ρcp)l, (ρcp)v liquid and vapour volumetric heat capacity J/(m3 K)

∆(ρcp) volumetric heat–capacity contrast (ρcp)l − (ρcp)v J/(m3 K)

uR standard uncertainty of R K/W

uQevap
standard uncertainty of Qevap W

uTe
, uTc

standard uncertainties of Te, Tc K
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up̄ standard uncertainty of p̄ Pa

uV standard uncertainty of volume m3

uρ standard uncertainty of density (incl. REFPROP) kg/m3

uFR standard uncertainty of filling ratio %
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, σTc
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l, v liquid, vapour –

1, 2 phase index (VOF) –
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f, s fluid, solid –

sat saturation state –
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eff effective (turbulent + molecular) –
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∗ predicted (uncorrected) field –
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Chapter 1

Introduction

This dissertation focuses on the modeling and analysis of heat and mass transfer in pul-

sating heat pipes (PHPs) under cryogenic conditions. It is the result of a collaboration

between the "Accelerator, Cryogenics and Magnetism Department" of CEA Paris-Saclay

associated with the Université Paris-Saclay and Wrocław University of Technology. The

thesis combines experimental research with numerical CFD (Computational Fluid Dy-

namics) analyses to develop a computational algorithm to predict the thermal operating

parameters of PHPs. This approach reduces the need for costly and time-consuming

experiments, particularly at cryogenic temperatures, and facilitates design optimization.

This dissertation also aims to improve the understanding of PHP thermal behavior and

enhance their performance in practical applications.

1.1 Background on Pulsating Heat Pipes

As technological advances in low-temperature cooling continue, thermal management

systems such as pulsating heat pipes are receiving growing attention. Their ability to

transfer heat efficiently, combined with the simplicity of design, ease of implementation

and low operating cost, could make them attractive for applications in aerospace, super-

conducting magnets, or quantum devices, where cryogenic operation is often required.

The concept of the PHP was introduced in the early 1990s by Akachi (1). Since then,

PHPs have been widely studied thanks to their compact design, which allows them to

compete with other passive heat transfer solutions. Being passive, a PHP relies on natural

processes—conduction, convection and phase change rather than external power sources

such as pumps or fans. In its typical form, a capillary tube is bent into a serpentine shape

and partially filled with a working fluid. The device is usually divided into three main

1



1.1. Background on Pulsating Heat Pipes

sections: the evaporator, where heat input initiates the vapor formation, the adiabatic

zone, which provides a neutral region for fluid oscillations, and the condenser, where heat

is removed as the vapor condenses. A schematic of this configuration is presented in

Fig. 1.1.

Figure 1.1: Schematic layout of the pulsating heat pipe investigated in the experiments

Figure 1.2: Amount of the articles about PHPs over the years

2



1.2. Current State of Knowledge on Cryogenic PHPs

The referenced data indicates not only a growing interest, but also a rising demand

for passive heat exchangers. Counting all the research groups working on PHPs would

be difficult, yet certain individuals and their teams have made particularly influential

contributions.

M.B. Shafii, in collaboration with Zhang, was among the first to propose lumped and

distributed models of PHPs (2; 3). Beyond numerical modeling, he investigated per-

formance enhancement with nanoparticles together with Nazari et al. (4) and explored

applications to solar panel cooling in collaboration with Arab et al. (5).

S. Khandekar was one of the first to link thermal performance with flow structures,

providing flow maps in Khandekar et al. (6). He also examined complementary operating

parameters in collaboration with Groll (7) and studied the influence of nanofluids on

thermal behavior (8).

M. Marengo, together with collaborators such as M. Mameli, F. Bozzoli and S. Filippeschi,

has examined a wide spectrum of PHP behavior. Their research covers zero-gravity

cooling applications (9; 10; 11), analyses of fundamental operating mechanisms (12) and

the impact of surface properties on performance (13).

The group of S.J. Kim has concentrated on micro-PHPs, with studies addressing a range

of factors affecting performance. Examples include the role of geometric parameters (14),

the influence of working-fluid selection (15), different manufacturing approaches (16) and

investigations of the mechanisms governing micro-PHP operation (17).

V. Nikolayev has contributed extensively to the theoretical description of PHPs. His

work includes the development of a dynamic film model for start-up and oscillation dy-

namics (18), simulations of orientation effects and nonlinear oscillations carried out with

Nekrashevych (19) and more recent reviews that consolidate modeling approaches and

stability criteria (20).

1.2 Current State of Knowledge on Cryogenic PHPs

When restricting the scope to pulsating heat pipes operating under cryogenic conditions,

the number of active research groups is finite and their work can be described in detail.

Compared to ambient conditions, interest in cryogenic PHPs has remained limited, largely

because of the high entry cost: a laboratory must be equipped with a cryocooler, vacuum

chamber and precise low-temperature instrumentation such as temperature and pressure

sensors with minimal self-heating and calibration in cryogenic ranges. In addition, the

3



1.2. Current State of Knowledge on Cryogenic PHPs

fabrication of PHPs for cryogenic use requires specialized techniques, including silver

brazing of stainless-steel or copper heat interfaces, the use of high-RRR copper for thermal

links and careful integration with cold stages, as demonstrated in the following works (21;

22; 23).

The main application that drives most of the international efforts is the cooling of su-

perconducting magnets. Here, the objective is to ensure uniform heat removal and to

avoid quenches, i.e., uncontrolled transitions from the superconducting to the normal

resistive state, which have been investigated extensively in (24; 25; 26; 27). Other poten-

tial applications have been reported as well, including thermal links to cryopanels and

cryopumps, as shown in the work of Liang et al. (28) and in a broader perspective, the

cooling of cryogenic electronics, infrared detectors, or high-temperature superconducting

(HTS) cables and joints subject to AC losses, as highlighted by Mito et al. (29).

At low temperatures, PHPs are therefore regarded as replacements or complements to

conventional solutions based on liquid cryogens, including direct immersion, bath cooling,

or exchanger-based systems, as well as to copper straps with high RRR values. While

liquid cryogens are simple to use, they are logistically demanding and copper straps are

heavy, costly and often less efficient in the potential operating ranges of PHPs. Although

a wide range of operating principles and configurations has been explored, the number of

research groups that have carried out systematic studies on cryogenic PHPs is small. A

few laboratories have established continuity in this field, reporting both experimental and

numerical results over many years. The most active centers include NIFS in Japan, CAS

in China, CEA Saclay in France, and the University of Wisconsin–Madison in the USA.

More recently, new contributions have been reported from the University of Zhejiang

in China and from the SVNIT Surat in India. Their representative contributions and

working fluids are summarized in Table 1.1.

4



1.3. Factors influencing on performance of PHP

Table 1.1: Cryogenic PHP studies grouped by laboratory, with working fluid, diameter
and heat-load range.

Laboratory Publication Working fluids Internal Diameters Maximal Heat Load

CEA Saclay (France)

(23) N2 1.5 mm 25 W

(30) N2 1.5 mm 20 W

(31) Ne 1.5 mm 50 W

(32) Ar, N2, Ne 1.5 mm 50 W

(33) Ne 1.0 mm 18 W

(34) He 1.0 mm 1.5 W

University

Wisconsin–Madison (USA)

(22) N2 0.5 mm 10 W

(35) N2 0.5 mm 4.5 W

(36) He 0.5 mm 1 W

(37) N2 1.08 mm 20 W

(38) He 0.5 mm 900 mW

(39) He 0.25, 0.4 mm 200 mW

NIFS (Japan)

(24) N2, Ne, H2 1.65 mm 1.5 W

(25) N2, Ne, H2 0.78, 1.58 mm 1.5 W

(29) N2, Ne, H2 1.5 mm 10 W

(40) Ne No info. 4 W

CAS (China)

(41) Ne 0.9 mm 5 W

(42) Ne 1.0 mm 36 W

(28) N2 1.0 mm 12.24 W

(43) N2 1.65 mm 380 W

(44) N2 0.9 mm 32 W

University of Zhejiang (China)

(45) H2 0.78, 1.58 mm 9 W

(46) H2 2.3 mm 12 W

(47) H2 2.3 mm 14 W

(48) H2 2.3 mm 10 W

SVNIT Surat (India)

(49) N2 0.66 mm 300 W

(50) N2 1.3 mm 70 W

(51) N2 1.3 mm 60 W

(52) N2 1.3 mm 70 W

1.3 Factors influencing on performance of PHP

The operation of pulsating heat pipes depends on a variety of design and operating

parameters. In this section, the most relevant factors are reviewed with emphasis on

their role under cryogenic conditions.

5



1.3. Factors influencing on performance of PHP

1.3.1 Working Fluid

The choice of working fluid has a direct and substantial impact on the operation and

performance of PHPs. Thermophysical properties such as density, viscosity, surface ten-

sion and latent heat govern the oscillation behavior, phase-change dynamics and overall

heat transfer efficiency (53). Differences in these parameters can lead to significant vari-

ations in oscillation frequency, flow regime stability and thermal resistance (54; 55; 56).

Although several studies concerned the impact of individual fluid properties on PHP

operation (57; 54), only a few works focused explicitly on cryogenic fluids. The first

numerical study addressing cryogenic fluids was conducted by Han et al. (58), who sim-

ulated PHPs charged with nitrogen and hydrogen. Their results highlight fundamental

differences in heat transfer and oscillation characteristics between cryogenic fluids and

ambient-temperature fluids such as water. A second important contribution comes from

Barba et al. (32), who examined the effects of thermophysical properties of various cryo-

genic fluids on the performance of a one-meter-long horizontal PHP. That work focused

on argon, complemented by earlier studies on nitrogen (23) and neon (31). The results

revealed notable differences in fluid behavior directly linked to their thermophysical char-

acteristics. Neon exhibited dynamic circulation dominated by vapor, with heat transfer

occurring mainly through sensible heat in the liquid phase. Nitrogen showed a stronger

phase-change-driven heat transfer mechanism, requiring a higher filling ratio for optimal

operation. Argon displayed intermediate behavior, with slower fluid motion and mixed

heat transfer modes. Experimental studies directly comparing multiple cryogenic fluids

under identical conditions are less common. Nevertheless, some works, such as those by

Dixit et al. (33; 34), provide valuable insights by testing fluids such as neon and helium

within the same PHP setup. These results further show that cryogenic fluids cannot be

treated by direct analogy with ambient-condition fluids because they can operate beyond

commonly used criterion limits such as critical diameter and therefore must be assessed

within their specific operating ranges. In cryogenic applications, the choice of working

fluid depends not only on thermal performance but also on the availability of fluids with

suitable saturation curves for the target temperature range. Elevated saturation pressures

at cryogenic temperatures impose mechanical restrictions on the PHP assembly, partic-

ularly on soldered or silver-brazed tube joints, which can hinder stable operation when

the allowable internal pressure approaches joint strength or compromises leak tightness.

Taking into account these pressure-temperature windows and practical availability, he-

lium, hydrogen, neon, nitrogen, argon, and oxygen constitute the viable set of cryogenic

working fluids. Figure 1.3 summarizes their saturation pressure as a function of temper-

ature using REFPROP data (59). The plot reveals two temperature intervals without

fluid coverage: between helium and hydrogen and between neon and nitrogen, indicat-

ing that, unlike ambient applications, the range of suitable cryogenic working fluids is
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comparatively narrow.

Figure 1.3: Saturation curves for selected cryogenic fluids commonly used in PHPs.

1.3.2 Number of Loops

Only a few studies consider the number of loops Nloop as a parameter in a controlled way

and report their impact on start-up and sustained operation, especially in the horizontal

orientation.

Charoensawan and Terdtoon (60) performed one of the earliest parametric campaigns on

closed-loop oscillating heat pipes at ambient conditions, varying Nloop alongside working

fluid and filling ratio. For horizontal operation, they reported that increasingNloop widens

the stable operating range and increases the maximum transportable heat. Following

this study, very low turn counts led to intermittent or failed start-up, while higher counts

enabled continuous oscillations. Authors conclude that Nloop threshold depends on fluid

and the filling ratio.

Kammuang-lue et al. (61) examined vertical closed-loop systems with different meander

counts and proposed correlations showing that additional turns increase the maximum

heat flux and reduce thermal resistance. Although their configuration was not horizontal,

the data show the benefit of larger Nloop.

7
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Noh et al. (62) performed a parametric sweep over Nloop and found that adding turns

increases the number of active vapor–liquid interfaces where periodic evaporation and

condensation couple pressure and volume changes (p dV ), which in their simulations fa-

cilitated the onset and persistence of oscillations and was accompanied by a reduced

sensitivity to the chosen initial conditions.

Under cryogenic conditions, Sun et al. (47) compared 2-turn and 5-turn hydrogen PHPs.

The 2-turn device showed only partial functionality near horizontal orientation, whereas

the 5-turn version achieved stable functioning with lower thermal resistance and higher

effective thermal conductivity. Results from Wisconsin (36; 37) on helium and nitrogen

support the practical need for multiple turns to maintain oscillations near horizontal

orientation, although those works did not sweep Nloop systematically.

Taken together, the available evidence indicates that there is no universal “magic num-

ber,” but horizontal orientation operation generally requires substantially more turns

than vertical orientation operation. A conservative design practice emerging from these

studies is to avoid very low turn counts and to target higher Nloop once the working

fluid, diameter and fill are fixed. The precise threshold remains system-dependent and

is usually established experimentally, which strengthens the need for a good numerical

model.

1.3.3 Condenser and Evaporator Design

Cooling designs based on PHPs vary, especially in the way heat is removed. At ambient

temperatures, heat removal methods include Peltier elements (63; 64), natural convec-

tion (65), radiative cooling for space applications (66), or forced convection around the

capillary (67). In cryogenic systems, the shape of the condenser usually depends on

the chosen heat extraction method. An experimentally convenient and research-oriented

method immerses the condenser in a liquid cryogen to enforce strong heat removal by

pool boiling, as reported by Sagar et al. (68; 51), Jiao (43), and Li et al. (44). However,

this approach is generally unsuitable for practical systems because it requires a cryogen

supply. For cryogenic applications, however, such immersion essentially corresponds to

batch cooling: since liquid cryogen is already required, it is usually more practical to cool

the target system directly rather than through an intermediate PHP. In contrast, coupling

the condenser to a cryocooler via high-RRR oxidized copper, as in (29; 31; 37), provides

a more purposeful application of PHPs as a thermal link. Here, the PHP transfers heat

from components that are spatially separated from the cryocooler cold head. This solu-

tion enables efficient cooling of distributed loads, reduces the need for bulky high-RRR

copper straps and eliminates the operational complexity of handling liquid cryogens. Ex-
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amples of condenser–heat sink connections and related design considerations, such as the

importance of achieving homogeneous temperature across the condenser surface, appear

in Dixit et al. (33; 34).

On the evaporator side, the priority is a heat-input interface that can adapt to varied

heat-source geometries while enforcing well-posed thermal boundary conditions. Resistive

heating wires are also common and Kapton heaters glued to the evaporator plates provide

precise control of the evaporator wall temperature. The geometry of the evaporator

can also be bent in a more circular form, as in the flower-shaped design proposed by

Czajkowski et al. (69) for cooling rotary machines or the radial-rotating design by Jiang

et al. (70). In cryogenics, Fonseca et al. (35) developed a configuration wound around a

cylindrical surface. From the perspective of numerical modeling and code validation and

given the need to simplify PHP to two dimensions, the most practical choice is to use flat

plates with Kapton heaters to achieve conditions as close to uniform heating as possible.

1.3.4 Diameter

The inner diameter of a PHP affects flow resistance, capillary forces and the prevailing

flow regimes. In cryogenic applications, maintaining a slug/plug flow regime is particu-

larly challenging because of the lower surface tension and higher density ratio typical of

cryogenic fluids (32). The Bond number, defined by

Bo = Di

√

g (ρl − ρv)

σ
(1.1)

is commonly used to assess whether surface tension forces dominate over gravity. For

a PHP to sustain oscillations in the slug/plug flow regime, the Bond number generally

needs to remain below a threshold identified by Khandekar (7) (commonly reported

as Bo < 4). However, in cryogenic PHPs the Bond number is not always a reliable

indicator, as shown by Dixit et al. (33) for helium and Natsume et al. (25) for neon, thus

constraining the maximum allowable PHP’s diameter. In addition to this upper bound,

the inner diameter must also satisfy a lower limit to avoid excessive frictional resistance.

Qu et al. (71) proposed, based on experimental correlation, that the minimum critical

diameter is governed by the balance between surface tension and inertial forces, expressed

as

0.7

√

σ

(ρl − ρv)g
≤ Di. (1.2)
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This relation defines the lower diameter limit, ensuring that viscous losses do not suppress

oscillations. Together with the upper bound imposed by the Bond number, these con-

straints delimit the feasible diameter range for stable slug/plug flow. Within this range,

the diameter strongly influences PHP performance. Smaller diameters enhance capil-

lary confinement and stabilize liquid slugs, but increase viscous resistance and restrict

nucleate boiling, which degrades thermal performance (72; 3). Larger diameters reduce

flow resistance and facilitate circulation, yet weaken capillary action and promote liquid

stratification under gravity, eventually suppressing the slug/plug regime (73). Experi-

ments show that excessively small channels limit heat transfer capacity, whereas overly

large ones lead to fluid accumulation and the loss of oscillations (57). In cryogenic PHPs,

this optimization is even more delicate because density and surface tension vary sharply

with temperature, shifting both the Bond number threshold and the viscous–capillary

balance. As experimental data are often scarce or unavailable, diameter selection cannot

rely solely on such correlations, showing the need for modeling, since the Bond number

is not a reliable indicator under cryogenic conditions.

1.3.5 Gravity

Gravity is one of the primary factors influencing the operation of PHPs. It directly

affects momentum exchange in the system by producing a pressure gradient that must

overcome viscous forces and surface tension. Although the fluid mass inside the capillaries

is relatively small, gravity assists in returning the condensate to the evaporator, thereby

sustaining oscillatory motion, as shown by Gu et al. (74; 75). A higher number of loops

often correlates with more reliable oscillations, partly because the system is less sensitive

to gravity (10). The role of gravity also appears explicitly in the momentum conservation

equation, discussed in Sections 2.4.4 and 2.4.7, where the body force term ρg acts in the

direction of gravity. At the same time, surface tension counteracts gravity by preventing

gravitational draining of the liquid toward the bottom of the pipe, thereby preserving

the slug/plug structure. Experimental studies confirm this theoretical influence. Many

researchers have examined the impact of inclination on PHP performance (76; 77; 78;

79; 80) and Lyu et al. (81) extended these investigations to cryogenic temperatures.

Changing the orientation from horizontal to vertical often reveals that gravity improves

heat transfer by directing condensate more effectively toward the evaporator. Research

under zero-gravity or microgravity conditions is much less common (82; 83; 84), but such

experiments fundamentally differ from inclined setups by removing the gravitational body

force. As a result, uneven liquid distribution and local film drying can occur, thereby

reducing performance. To mitigate these effects, some investigators introduced check

valves to maintain a preferred flow direction (83; 85; 86), stabilizing oscillations even at
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unfavorable orientations. Overall, the cited studies confirm the importance of gravity in

sustaining oscillations and enhancing PHP performance.

1.3.6 Filling Ratio

The filling ratio (FR) is one of the main factors influencing how PHPs work. It is the

fraction of the total pipe volume occupied by the liquid phase, with the remaining space

filled by vapor. The formula defining the filling ratio is shown in Eq. (3.1):

FR =
Vl
Vt

· 100% (1.3)

where Vl is the liquid volume and Vt is the total volume.

A too-small filling ratio leaves insufficient liquid to form stable slugs, reducing phase-

change activity and thinning liquid films around vapor bubbles (72; 3). Too high a ratio

restricts vapor space, weakens oscillations and lowers heat transfer capacity (72). In

addition, the filling ratio directly influences the amount of enthalpy exchanged and thus

the latent heat that can be effectively utilized during oscillations. No universal optimum

exists, as the effect of FR depends strongly on geometry, fluid properties and operating

conditions. Empirical correlations, such as that of Shafii et al. (87), are calibrated for the

specific geometries and operating conditions of their experiments and thus have limited

transferability beyond those set-ups. Numerous experimental studies in cryogenic working

fluids, ranging from helium to argon (33; 25; 31; 23; 36; 37; 41; 42), consistently confirm

the critical role of the filling ratio, while also showing that its optimal value is highly

system-dependent. Despite this progress, thermal performance of PHPs cannot yet be

predicted solely from FR. These observations motivate the present thesis, which will

experimentally present the coupling between filling ratio, geometry and fluid properties

in cryogenic PHPs within a defined configuration and operating window.

1.3.7 Limitations of Criterial Numbers

Although dimensionless numbers such as Bond, Jakob or Kutateladze provide physical

intuition, their predictive power for PHP operation remains limited. Thresholds proposed

in the literature (e.g., Bo < 4 (7; 88), Ku ≈ 1 (89; 90)) are not universal and often fail

under different working fluids or geometries. For instance, cryogenic studies report stable

oscillations even when the Bond number exceeds the classical criterion (33; 34; 25), while

small-diameter PHPs have shown contradictory lower bounds (71; 53). Similarly, Jakob
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number trends can invert depending on whether sensible or latent heat dominates (91; 92)

and Kutateladze-based predictions of dryout vary across configurations (93; 94). These

inconsistencies indicate that no single criterial number can serve as a universal design

rule. What remains informative is the qualitative balance between capillarity and gravity,

between sensible and latent heat, and between applied and critical heat flux. However,

any thresholds are strongly configuration-dependent and sensitive to geometry and filling

ratio. Consequently, most existing correlations should be regarded as heuristic rather than

predictive. The complexity of PHP dynamics instead calls for systematic experimental

databases and validated numerical models to capture coupled effects beyond what single

dimensionless numbers can provide (32).

1.4 Summary and Research Gap

The literature proves that PHPs represent a promising passive technology for thermal

management in cryogenics. Their compactness, absence of moving parts and ability to

operate without liquid cryogens make them suitable for applications ranging from super-

conducting magnets to cryogenic electronics. Despite these advantages, several limita-

tions persist:

• The internal two-phase dynamics of PHPs remain poorly understood, particularly

the coupling between oscillation regimes, filling ratio and geometry at cryogenic

temperatures.

• Experimental investigations, though valuable, are restricted by the high entry cost

of cryogenic infrastructure and the difficulty of ensuring reproducible operating

conditions.

• Classical design criteria based on dimensionless numbers such as Bond, Jakob or

Kutateladze are not universal under cryogenic conditions and often fail to predict

operational thresholds.

• While some simplified models exist, no computational framework has been validated

that consistently integrates cryogenic property variations, compressibility effects

and phase-change dynamics in PHPs.

• Most published experiments concern medium- or large-scale PHPs. Multi-loop cryo-

genic PHPs, which would require limited computational resources and thus provide

an accessible benchmark for model validation, are largely missing from the litera-

ture.
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• There is no comprehensive dataset that jointly maps thermal performance against

filling ratio, working fluid and channel diameter under identical conditions. Such

systematic data would not only support the validation of the present model but

could also serve as a reference for future numerical developments by other groups.

These gaps motivate the present dissertation. To address them, this work combines

experiments on a dedicated multi-loop PHP with the development of a CFD framework

for phase-change flows, specifically adapted to cryogenic conditions. The experimental

results not only provide direct validation of the numerical predictions but also extend the

database of cryogenic PHP performance. At the same time, the diversity and limitations

of available experimental studies clearly indicate that systematic numerical modeling is

indispensable for consolidating understanding and guiding design. The following chapter

therefore reviews existing CFD approaches to PHPs, outlining the state of the art and

positioning the present methodology within that context.
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Chapter 2

Numerical Modeling

One of the main challenges when it comes to implementing PHP technology in com-

plex cooling systems is the lack of understanding of fluid behavior inside PHP. Despite

relatively well described know-how, including fluid selection, number of bends and dimen-

sions, it is difficult to predict the overall performance that will be achieved. This makes

PHP modeling highly demanded, as it allows for accurate performance predictions. Us-

ing various modeling approaches, the thermal performance of PHPs can be predicted,

leading to more efficient and reliable designs. In modeling pulsating heat pipes, the

approaches can essentially be divided into two branches, one-dimensional models and

higher-dimensional models based on CFD techniques (20). To model the mechanisms of

a pulsating heat pipe, it is necessary to mathematically describe the following physical

phenomena: multiphase flow, evaporation, condensation, turbulence, heat transfer, and

optionally conjugate energy transfer between the fluid and the solid.

2.1 What is CFD and What Topics Does it Cover

Computational Fluid Dynamics is a branch of fluid mechanics that uses numerical meth-

ods to analyze and simulate fluid flow and its interactions with the surrounding environ-

ment. The development of CFD as a scientific discipline is closely related to advances in

computer technology. This connection stems from the fact that the description of fluid

motion relies on the Navier-Stokes equations, which remain unsolved in their general

analytical form. The greatest challenges in this field include accurately modeling turbu-

lence and addressing the computational demands of large-scale domains, which require

continuous improvements in computational power. A major milestone in the evolution

of CFD was in the late 1980s, with the emergence of commercial software such as Flu-
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ent, STAR-CD, and COMSOL. These tools made CFD more accessible to engineers and

industries by integrating advanced numerical solvers into user-friendly platforms. The

increasing availability of powerful computing resources further facilitated the adoption

of CFD in various sectors. Today, CFD is commonly used as a design tool in industries

such as aerospace, energy, and automotive engineering. It is used to optimize designs,

enhance performance, and reduce energy consumption.

2.1.1 Available Numerical Methods

To describe the transport of momentum or energy, it is necessary to consider the underly-

ing transport mechanisms. Whether transporting energy or momentum, the fundamental

principles remain similar and are governed by two main processes, advection and diffu-

sion. The equations describing these phenomena can be divided into two parts. The

left-hand side represents the effects or outcomes of the transport mechanisms, while the

right-hand side represents their sources. For the energy equation, the effects are typically

expressed as changes in the temperature field, while the sources may arise from radiation,

phase change, or heat generation. In the case of momentum transfer of fluids, sources in-

clude viscous interactions, pressure gradients, or surface tension effects. The generalized

form of the advection equation is presented in Eq. (2.1).

∂θi
∂t

+ ∇ · (θiu) = ∇ · (Dc∇θi) + S (2.1)

where θi is the transported quantity, u is the velocity vector, Dc is the diffusion coefficient,

and S represents the source terms.

To solve the advection equation (2.1), it is necessary to discretize the spatial domain.

Operations on field operators, such as gradient and divergence, require the spatial di-

vision of the domain to enable the discretization of conservation equations. One of the

simplest methods for this purpose is the Finite Difference Method (FDM). This approach

divides the computational domain into a grid of points, allowing derivatives to be ap-

proximated at these discrete locations. FDM is particularly well-suited for describing

diffusive phenomena and one-dimensional problems. In such cases, flux continuity across

cell boundaries is not a concern, as the method does not operate on cells but calculates

values directly at points. For example, the advection equation on a structured grid in

the x direction may be discretized using a central-difference scheme for the spatial terms

together with a forward-Euler time integrator, as shown in Eq. (2.2).
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θn+1
i − θni

∆t
+ ui · θ

n
i+1 − θni−1

2∆x
= Di

θni+1 − 2θni + θni−1

∆x2
+ Sni (2.2)

Another method for solving the advection equation is the Finite Element Method (FEM).

In this approach, the balancing of the equation is performed at the mesh nodes. FEM

approximates the finite element space of partial differential equations by interpolating

the unknown function using a set of so-called basis functions. These functions are used

to calculate derivatives and facilitate modeling of geometries and domains. FEM uses

a weak form of the governing equations, with test functions w. The weak form of the

advection equation is provided in Eq. (2.3) decomposing the computational domain, while

the discrete algebraic system presented in (2.4) provides the basic input for the numerical

solvers.

∫

V

∂θi
∂t
w dV +

∫

V
(θiu) · ∇w dV =

∫

V
Di(∇θi · ∇w) dV +

∫

V
Sw dV (2.3)

M
dθi

dt
+ Kaθi = Kdθi + F, (2.4)

where M is the mass matrix, Ka is the advection matrix, Kd is the diffusion matrix and

F is the source vector.

The Finite Volume Method (FVM) is widely regarded as the most optimal and efficient

approach for fluid dynamics simulations. In this method, scalar values are assigned to

control volumes, while vector quantities are associated with the faces of these volumes.

FVM is based on the integral form of the governing equations, ensuring the conservation

of fluxes across the boundaries of each control volume. FVM leverages the divergence

theorem, which transforms differential equations into their integral form as in Eq. (2.5).

∫

V

∂θi
∂t

dV +
∫

∂V
(θiu) · n dA =

∫

∂V
Di(∇θi · n) dA+

∫

V
S dV (2.5)

The discretization of flux terms across the faces of control volumes yields the form ex-

pressed in Eq. (2.6)

∆V (θn+1
i − θni )

∆t
+
∑

f

(θifuf ) · nfAf =
∑

f

Di(∇θi)f · nfAf + S∆V (2.6)

The mathematical advantage of FVM over methods such as FEM or FDM lies in its

inherent conservation properties. FVM ensures that the flux leaving one control volume
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enters the adjacent one, as expressed in Eq. (2.7). This property guaranties both global

and local conservation more efficiently, making FVM the optimal tool for modeling flow

phenomena. In contrast, FDM does not inherently ensure flux conservation, often leading

to numerical artifacts in flow simulations.

∫

∂V1

(θiu) · n dA+
∫

∂V2

(θiu) · n dA = 0 (2.7)

2.1.2 Multiphase Flow Modeling

To model the flow inside a PHP, an algorithm that accounts for the two-phase flow is

required. In two-phase flow terminology, the boundary between phases is referred to as

the interface, which must be accurately captured. The four most commonly used methods

for interface tracking in multiphase flow are the Lattice Boltzmann Method (LBM) (95),

the Level Set Method (LSM) (96), the Euler-Euler Method (EE) (97), and, according to

the Scopus database, the most widely adopted, the Volume of Fluid Method (VOF) (98).

The LBM differs fundamentally from classical continuum-based approaches as it relies

on a kinetic model of particle transport on a discrete grid rather than directly solving

the Navier-Stokes equations (99). Although LBM has been successfully applied to mul-

tiphase flow problems, it is not conventionally used for interface tracking simulations in

capillary-driven flows due to difficulties in handling large density ratios and surface ten-

sion effects (100). Although some implementations exist in dedicated software such as

Palabos and MOOSE, they are not natively supported in OpenFOAM, ANSYS Fluent,

or CFX.

The EE model is used in cases where the exact shape of the interface is not required,

such as in modeling dispersed flows, chemical reaction kinetics (101), or classical heat

pipes (102). A distinctive feature of this method is the use of separate velocity fields

for each phase, which are balanced independently in the mass conservation equation, as

depicted by Eq. (2.8).

∂(αkρk)

∂t
+ ∇ · (αkρkuk) = ṁk (2.8)

Since EE methods do not explicitly resolve the phase boundary, additional closure models

for interfacial forces and phase interactions are required (103). This limitation makes the

approach less suitable for capturing capillary-driven flows, where precise interface tracking

and liquid film dynamics are obligatory (104). Among the interface tracking methods,
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the level set method (LSM) provides a smooth representation of the interface through a

scalar level set function φ(x, y, z, t) defined as the signed distance to the interface. The

phase boundary is the zero level set, φ = 0, while by convention φ > 0 denotes liquid

and φ < 0 denotes gas. The level-set field evolves according to the transport equation in

Eq. (2.9).

∂φ

∂t
+ u · ∇φ = 0 (2.9)

A major drawback of the LS method is that it does not inherently conserve mass. The

level-set function may become distorted as a result of numerical diffusion, leading to mass

loss over time. To counteract this issue, a re-initialization procedure is employed as in

Eq. (2.10).

∂φ

∂τ
+ sgn(φ0) (|∇φ| − 1) = 0 (2.10)

where τ is an artificial time variable introduced solely for the correction of φ (105). This

additional step increases the computational cost of the method and requires a fine grid

resolution to maintain interface accuracy. In complex geometries, this requirement poses

significant challenges for the application of the LS method to PHP simulations (106).

The VOF method represents a compromise between the interface resolution provided

by the LS method and the computational cost of EE. It describes phase motion using

a volume fraction function, sometimes referred to as a color function. As in previous

methods, phase transport follows the advection equation as depicted in Eq. (2.11).

∂α

∂t
+ ∇ · (αu) = 0 (2.11)

Unlike the LS method, where the interface is implicitly defined by a level-set function,

the VOF method interpolates the phase boundary, which is conventionally identified

at α = 0.5. Here, α = 0 corresponds to the liquid phase, while α = 1 represents

the gas phase or another immiscible fluid. A key advantage of the VOF method is

that it strictly enforces mass conservation, in contrast to the LS method, which suffers

from volume loss due to numerical diffusion (107). However, the VOF method relies

on interface reconstruction algorithms, such as Piecewise Linear Interface Calculation

(PLIC), to improve the sharpness of the interface, which introduces additional numerical

complexity (98). In the context of PHP modeling, the VOF method is preferred over

the LS method due to its mass-conserving capacity and its ability to handle complex
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interfacial deformations. However, the VOF method also has limitations. High-interface

curvature regions are prone to numerical diffusion, which can affect the accuracy of phase

distribution and heat transfer predictions (108). Based on the trade-offs presented, the

VOF method was chosen as a numerical model in this work.

2.2 Phase Change Modeling

Several approaches exist to describe the mass transfer between phases at the interface.

One of the earliest and most fundamental formulations is the Hertz-Knudsen model,

derived from kinetic gas theory. This model comes from the work of Hertz (109) and

Knudsen (110), who studied the rate of evaporation and condensation in rarefied gasses.

It expresses the net mass flux at the interface as a function of local vapor pressure

differences, as presented in Eq. (2.12).

ṁ = αρv

√

M

2πRgTsat

(psat − pv) (2.12)

Here, α represents the accommodation coefficient, which accounts for the fraction of

vapor molecules that undergo a phase change upon collision with the liquid surface. The

equation also includes the local vapor density ρv, the molar mass of the fluid M , and the

gas constant Rg. The term (psat − pv) defines the driving force for phase change, where

psat is the saturation pressure at the interface and pv is the local vapor pressure.

The Hertz–Knudsen model (109; 110) provides an expression for interfacial mass transfer

and is widely used in theoretical studies, particularly at very low pressures where gas-

phase collisions are infrequent and kinetic-theory assumptions remain valid. However,

in practical applications, such as PHPs operating at higher pressures or temperatures,

deviations from the behavior of ideal gasses often require empirical corrections. Build-

ing on this foundation, Schrage (111) further developed the formulation incorporating

molecular backcollisions through the accommodation coefficient γ in conjunction with a

kinetic-theory description of velocity distributions. This refinement improves the esti-

mate of net mass flux by accounting for the probability that vapor molecules return to

the interface. Eq. (2.13) exemplifies the net mass flux of the Schrage model,

ṁ =
2γ

2 − γ

(

M

2πRg

)1
2

ρvhlv
Tlv − Tsat

T
3/2
sat

, (2.13)
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where γ is the accommodation coefficient, representing the fraction of vapor molecules

that contribute to the phase change process, ρv is the local vapor density, hlv is the latent

heat of vaporization, Tlv is the temperature of the vapor phase near the interface and Tsat

is the saturation temperature.

The Schrage model (111) is more complex and precise than the Hertz–Knudsen formula-

tion (109; 110) because it accounts for molecular back-collisions and gas-phase velocity

distributions. It is particularly relevant when the interfacial Knudsen number departs

from the free-molecular limit under transitional or near-continuum conditions, rather

than strictly at very low pressures. However, because it relies on kinetic theory assump-

tions, the Schrage model may require an empirical modification of the accommodation

coefficient γ in real applications, such as PHPs. In such cases, additional correction

factors or hybrid approaches that incorporate experimental data may be necessary to

obtain realistic phase-change rates. In the context of VOF-based PHP modeling, these

kinetic-theory closures guide interfacial mass transfer, where sharp phase boundaries and

interface dynamics are resolved with high fidelity. Their direct implementation can be

computationally costly, which motivates simplified engineering closures such as the Lee

model (112) or semi-empirical formulations such as Tanasawa (113) to reduce costs while

maintaining controllable accuracy. For practical engineering applications, simpler empir-

ical models are often preferred due to their low computational cost, resulting from the

absence of dense mesh requirements and their ease of implementation in CFD solvers.

One of the most widely used formulations is the Lee model (112), which describes the

mass transfer rate as linearly dependent on the temperature difference, as detailed in

Eq. (2.14),

ṁ = βρl
T − Tsat

Tsat

, (2.14)

where β is an empirical coefficient that controls the phase change rate. The Lee model (112)

is particularly well-suited for numerical simulations involving large computational do-

mains, as it ensures numerical stability while still capturing the overall thermal behavior

of the system. However, because of its simplified nature, this model does not account for

interfacial molecular dynamics which may introduce non-physical smearing of the phase

boundary in cases where precise interface tracking is required and requires iterative tuning

of the β parameter.

A modification of models based on the kinetic gas theory is the Tanasawa model (113),

which introduces an empirical correction factor to improve agreement with the experi-

mental data. The mass flux in the Tanasawa model is expressed in Eq. (2.15),
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ṁ =
2γ

2 − γ

hfg√
2πR

ρv
Tv − Ti

T
3/2
v

, (2.15)

where γ is an empirical factor that represents the fraction of molecules that participate

in phase change. The Tanasawa model (113) provides improved accuracy in boiling and

film condensation, but requires experimental calibration to determine appropriate values

for γ under different operating conditions.

For high-fidelity simulations where local temperature gradients and phase fraction vari-

ations significantly influence the dynamics, phase change models based on temperature

gradients provide an improved representation of the slope of the thermophysical proper-

ties interface. One such approach is the Nichita-Thome model (114), which accounts for

the interaction between temperature and volume fraction gradients as presented by the

Eq. (2.16),

ṁ = −∇αl · ∇T
hevap

keff, (2.16)

where ∇αl represents the gradient of the liquid volume fraction, and keff is the effective

thermal conductivity. This model has been shown to enhance numerical stability and

accuracy in VOF-based PHP simulations, particularly in cases where phase change occurs

in a nonequilibrium regime with significant thermal gradients.

The selection of an appropriate phase change model in VOF-based PHP simulations de-

pends on the required balance between physical accuracy and computational efficiency.

Models derived from kinetic theory, such as Schrage (111) and Hertz-Knudsen (109; 110),

provide a precise solution of the mass transfer mechanism at the phase interfaces. Em-

pirical approaches, such as the Lee (112) or Tanasawa (113) models, offer a numerically

improved alternative. Meanwhile, gradient-based models, such as the Nichita-Thome

formulation (114), introduce additional physics that improve interface tracking and heat

transfer prediction. In the context of PHPs, where phase change and interfacial dynamics

drive the overall system behavior, the choice of model is particularly important. Models

such as Schrage (111) and Hertz-Knudsen (109; 110) may be suitable for low-pressure

conditions or simulations that employ dense meshes in simplified geometries. The Lee

model (112) remains a practical choice for large-scale computations. However, the Tana-

sawa model (113) is the most appropriate for accurately capturing phase change dynamics

under a wide range of thermal and pressure conditions. Its empirical formulation provides

a balance between accuracy and computational feasibility, making it especially suitable

for simulations where the modeling of mass transfer at the interface is highly demanded
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under moderate mesh resolution, as encountered in PHP modeling.

2.3 State of the Numerical Art

2.3.1 General Approaches to PHP Modeling using CFD Meth-

ods

One of the first articles on CFD-based modeling of PHP was by J. Wang et al. (115;

116; 117; 118; 119). They used the VOF technique in ANSYS Fluent, implementing the

Lee phase change model (112) with an incompressible flow assumption. Their research

covered diverse geometries and operational parameters:

• Different ratios of evaporator to condenser lengths (115)

• Corrugated walls in the evaporator, adiabatic, and condenser regions, combined

with varying fill ratios and heat loads (116)

• Three-dimensional single-loop PHPs with various bending configurations (117)

• Surfactant addition and the degree of wetting in the PHP (118; 119).

For validation, these studies referred to Saha et al. (120), whose simple and transparent

single-loop setup facilitated flow visualization and quantitative comparison.

Pouryoussefi and Zhang (121; 122; 123) also used the VOF method with Lee’s model in

ANSYS Fluent to study closed-loop PHP filled with water and ethanol. Their focus was

on chaotic flow behavior and finding operating parameters for optimal thermal efficiency.

Of these works, (121) stands out for validating numerical results against experiments and

performing error analysis. Vo et al. (124) extended this to multi-loop transparent PHPs.

Despite using a relatively coarse mesh, they noted good convergence with experimental

temperature data, endorsing the feasibility of 3D CFD for complex geometries.

Li et al. (125; 126) were similarly validated against Saha (120), examining microencap-

sulated materials for start-up improvements (125) and the impact of altering the lengths

of the evaporator, condenser, and adiabatic part (126). Xie et al. (127) contrasted right-

angle and semicircular bends, testing multi-heat source inputs that reportedly enhanced

PHP stability. Blasiak and Opalski et al. (128; 67) explored the influence of several phase

change models (Lee (112), Tanasawa (113), Xu (129), and Kafeel-Turan (130)) and high-

lighted the importance of conjugate heat transfer between fluid and solid walls. Their
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experiments used particle image velocimetry in a transparent section and focused on the

analysis of the fluid structure inside with high convergence with their own experimental

data.

Another category of research focuses on the influence of working fluids. W.-W. Wang et

al. (131) tested nanofluids in a quartz-glass PHP, allowing full-flow visualization. W.-

W. Wang et al. (131) reported a strong alignment between numerical simulations and

experiments. Choi and Zhang (132) used OpenFOAM with a modified Lee model (130),

analyzing asymmetric geometries, but without direct experimental validation in that

particular work and with nonphysical temperature changes.

Meanwhile, the number of turns in PHP remains critical with regard to performance.

Mucci et al. (133) explored the effect of loop count on stability, indicating that multiple

loops can mitigate local dryouts. Dreiling et al. (134) investigated a transparent PHP with

two turns from Mameli’s experiment (135), examining the sensitivity of flow patterns to

phase-change relaxation coefficients in the Lee model (112). D. Zhang et al. (136) studied

PHPs with five loops of varying diameters, examining how filling ratio affected the start-

up behavior. Although their numerical velocity-field comparisons were qualitative due to

an opaque test section, they noted that assuming laminar flow may elevate temperature

peaks in the model.

2.3.2 Cryogenic PHP Modeling

Cryogenic PHPs pose additional complexity due to large variations in fluid properties,

potential compressibility, density changes, and complex and expensive lab benches. Sagar

et al. (137; 50) pioneered the CFD analysis of a cryogenic PHP, focusing on the role of

the filling ratio. Their simulations used ANSYS Fluent, accompanied by power spectral

density and autocorrelation function analyzes. However, they validated against Poury-

oussefi et al. (122), who studied PHPs at room temperature. Singh et al. (138) instead

referred to cryogenic data for validation by comparing their results with the experiments

of Sagar (68). However, this comparison was limited to very low heat inputs 1–4 W,

where the system had not even reached a steady state regime, putting into question the

consistency of the claimed agreement.

Yang et al. (139) modeled a five-loop hydrogen PHP following Sun et al. (47) and reported

a mean absolute percentage error of approximately 5% for thermal resistance and about

20% for the pressure over time averaged under matched heat loads. Reporting quanti-

tative errors for both thermal and pressure quantities in a single study is uncommon, as

most validations focus on thermal performance or present pressure only qualitatively.
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However, Yang et al. did not clarify the computation of hydrogen properties or non-

saturated states. Bu et al. (140) focused on nitrogen flow structures for about 10 sec-

onds, comparing them qualitatively to Shi et al. (141). B. Singh and Atrey (142) ex-

tended Mameli’s 1D model (135), showing close alignment with Fonseca’s cryogenic ex-

periments (35), albeit for a single test scenario. Such studies underscore the potential

of cryogenic modeling but also highlight gaps, such as short simulation times, limited

validation conditions, and reliance on ambient data for verification.

From a broader perspective, experiments with straightforward geometries are favored

for model calibration and validation in cryogenic PHPs. Simple or single-loop designs

reduce computational overhead and permit finer spatial resolution across the capillary

width, which is beneficial for capturing swift temperature and phase transitions. Sagar

et al. (51; 52) and Shi et al. (141) are examples of such efforts. The former approach

includes thermal performance metrics, while the latter emphasizes flow visualization.

Although many researchers adopt ANSYS Fluent for PHP simulations, open-source plat-

forms like OpenFOAM offer several advantages, including transparent source code and

direct access to numerical routines. Choi and Zhang (132) showed that OpenFOAM can

handle complex phase change modifications, while Blasiak and Opalski (128; 67; 143) used

it effectively for PHPs at room temperature with multiple phase change models. How-

ever, there has been limited attention to cryogenic conditions in OpenFOAM, which can

involve compressibility and large property gradients. To fill this gap, a fully compressible

solver adapted to cryogenic environments was created.

2.4 Model description

The model is developed based on OpenFOAMv2106. Its earlier versions were developed

and described in the work of Opalski and Błasiak (128; 67). Initially, the model was

adapted to ambient conditions and allowed the prediction of flow behavior in systems

where the thermophysical properties of the liquid exhibited minor variations between

the evaporator and the condenser. Subsequently, the model was extended to fully ac-

count for compressibility, as discussed in (143), and the Lee phase change model was

enriched with an adaptive coefficient. In that version, the phase-change rate was coupled

to temperature-dependent thermophysical properties via an adaptive time scale, without

explicit kinetic dependence on the pressure departure from saturation or on the interfa-

cial area. Although this formulation is computationally efficient, it remains physically

simplified because the interfacial mass flux is not derived from a kinetic relation. There-

fore, in the present work, a physically consistent formulation based on the Tanasawa
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approach (113) is employed, in line with recent trends in boiling modeling proposed by

Scheufler and Roenby (144) and by Municchi et al. (145; 146). The model relies on the

VOF method, which distinguishes three types of volumetric cells in the computational

domain: vapor, liquid, and interface cells. In the case of a PHP, these correspond to

gas-filled segments, liquid slugs, and interfacial regions that separate them. A graphical

representation of this concept is shown in Fig. 2.1.

Figure 2.1: Schematic representation of phase distribution in the Volume of Fluid method
applied to a pulsating heat pipe.

The main limitation of the quoted models is that they do not account for partial local

condensation in subcooled liquid regions, as discussed, for example, in (147). The frame-

works developed by Scheufler and Roenby (144), as well as Municchi et al. (145; 146),

consider only evaporation processes. This effect is explicitly addressed in the present

implementation through localized modeling. The general structure of the numerical al-

gorithm is illustrated in Fig. 2.2, and each branch of the flowchart is explained in detail

in the subsequent sections of this work.

The algorithm begins with field initialization. Data types include volScalarField for

spatial scalar fields such as temperature, pressure or density, scalar for uniform scalar

quantities such as time or model coefficients, volVectorField for volumetric vector fields

such as velocity, and surfaceScalarField for surface-interpolated fluxes such as ϕ, repre-

senting the volumetric flow rate across cell faces. The createFields routine also includes

a block to update the thermophysical properties.

Immediately after initialization, temperature-dependent volScalarField values are as-
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Figure 2.2: Block diagram of the custom solver for mutliphase flow with the phase change

signed to various thermodynamic properties, including phase fraction, pressure, and tem-

perature. All properties are computed using third-order polynomial fits based on data

retrieved from the REFPROP database (148). A notable feature of the model is the

introduction of compressibility ψ to describe the sensitivity of density to pressure and

temperature variations. The compressibility is formally defined by Eq. (2.17)

ψ =
1

ρ

∂ρ

∂p

∣
∣
∣
∣
∣
T

. (2.17)

Under dynamic conditions, where pressure varies with time, the density evolution for

each phase i is
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dρi
dt

= ρiψi
dp

dt
. (2.18)

Since the system operates not only along the saturation line but also in the regions of su-

perheated vapor and subcooled liquid, the description must be correspondingly extended.

The complete implementation of compressibility in the momentum equation, which in-

cludes the thermal response of density expressed through compressibility, is presented

later in Eq. (2.63). However, in the case of the phase-fraction equation, the resulting

density is based on the updated mixture density, computed using the volume-fraction-

weighted interpolation, as shown in Eq. (2.19),

ρ = α1ρ1 + α2ρ2. (2.19)

To illustrate the necessity of including compressibility effects, a comparison between the

compressibility of liquid nitrogen, as a representative cryogenic fluid and liquid water is

presented in Fig. 2.3. This approach was chosen because, unlike under ambient conditions,

where liquids are often assumed to be incompressible, cryogenic fluids exhibit significantly

higher compressibility even in the liquid phase. Moreover, cryogenic gasses substantially

deviate from ideal gas behavior, as evidenced by the nonlinear shape of the density curve

shown in Fig. 2.3. Therefore, neglecting compressibility in the evolution of density would

lead to significant errors in terms of momentum and mass conservation.

Figure 2.3: Comparison of the compressibility of nitrogen and water (59). Left: compress-
ibility of nitrogen, middle: compressibility of water, right: comparison of compressibility
of liquids in function of temperature gradient.

Correct modeling of PHP requires a clear assumption of the saturation state and the

ability to handle local saturation conditions that vary in space. In the current model,

the local saturation pressure psat is calculated based on the local temperature field using

a third-order polynomial fit. In contrast, the saturation temperature Tsat is determined

from the local pressure field via the inversion of the same polynomial relationship. This
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dual approach allows for the definition of sub-cooled liquid and superheated vapor regions

within the domain while maintaining flexibility with respect to non-equilibrium effects.

The phase-change source terms are therefore driven by the deviation from local saturation

conditions, without assuming immediate thermodynamic equilibrium. All temperature-

dependent properties are evaluated locally based on the phase-specific values and the

local volume fraction. For example, the interpolation of density across the phases is

given by Eq. (2.19). The only exception to this interpolation scheme is the specific heat

capacity at constant pressure, cp, which must preserve the consistency of enthalpy across

the mixture. It is thus computed using a mass-weighted formulation:

cp =
cp1
ρ1α1 + cp2

ρ2α2

ρ1α1 + ρ2α2

. (2.20)

2.4.1 Determination of Time Step

The time step ∆t is determined based on two complementary stability criteria, the clas-

sical Courant (Co) condition and the Galusinski–Vigneaux (GV) condition (149). The

Courant number quantifies the ratio between the numerical and physical domains of

dependence. Its maximum value across the domain is calculated using Eq. (2.21),

Comax =
1

2
· max

(

|ϕi|
Vi

)

· ∆t, (2.21)

where ϕi is the volumetric flux across face i, Vi is the volume of the associated control

volume, and ∆t is the time step. The mean Courant number is defined analogously as

Comean =
1

2
·
∑

i |ϕi|
∑

i Vi
· ∆t. (2.22)

Although the Courant number accounts for advective transport, it does not capture

surface-tension-driven dynamics that are present in two-phase flows. To address this, the

Galusinski–Vigneaux (GV) criterion introduces two timescales:

τµ =
µ · ∆x

σ
, τρ =

√

ρ · ∆x3

σ
, (2.23)

where µ is the dynamic viscosity, σ is the surface tension, and ∆x is the local mesh size.

These timescales represent the characteristic viscous and capillary response times of the

interface. The resulting GV time step restriction is given by Eq. (2.24).
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∆t ≤



1

0.5
(

C2τµ +
√

(C2τµ)2 + 4C1τ 2
ρ

)



 , (2.24)

where C1 = 0.01 and C2 = 10.0 are the empirical constants of the Galusinski–Vigneaux

criterion (149), chosen following the recommendations of (150).

Compared to the Courant condition alone, the GV criterion offers enhanced stability con-

trol in two-phase simulations. By explicitly incorporating viscous and capillary effects

at the phase interface, the dynamic adjustment of the time step is facilitated in regions

where surface tension is strongest. This prevents the onset of interfacial instabilities that

would otherwise go undetected by purely advective criteria. This approach has been used

mainly among CFD researchers who develop their own numerical code (151; 152). The

final time step is selected as the most restrictive of the two conditions, providing numer-

ical stability with respect to both convective transport and surface-tension-dominated

interfacial dynamics under the following assumption:

∆t = min

(

Cotarget

Comax

,
1

GVmax

)

. (2.25)

2.4.2 Phase Change Modeling

Phase-change mass transfer is implemented using a two-stage approach. In the first stage,

raw source terms are evaluated based on the physical expression derived from the Tana-

sawa formulation (113). In the second stage, these raw sources are redistributed using

the Hardt-Wondra method (153) to improve spatial localization and enhance numerical

stability near the phase interface. The net interfacial mass flux is expressed as a function

of local deviations from saturation conditions and is proportional to the magnitude of

the phase-fraction gradient, which serves as an approximation of the interfacial area per

unit volume. To account for asymmetries in the spatial distribution of liquid and vapor,

two normalization coefficients, Nl and Nv, are used. In the implemented code, these

coefficients correspond to the contributions of the liquid side and the vapor side to the

total interfacial area. They are defined in Eq. (2.26),

Nl =

∫ |∇α1| dV
∫ |∇α1|α1 dV

, Nv =

∫ |∇α1| dV
∫ |∇α1| (1 − α1) dV

. (2.26)

In Eq. (2.26), |∇α1| is used to approximate the density of the local interfacial area. In

the VOF method, the liquid-vapor interface is not sharply resolved but is instead diffused
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over several computational cells. Within this diffuse region, the phase fraction α1 ∈ [0, 1]

and the gradient ∇α1 point normally to the interface. Consequently, its magnitude is

non-zero only in interfacial cells and provides a consistent measure of the surface area

distribution (153; 154). This allows the mass-source terms to dynamically adapt to the

evolving topology of the two-phase boundary. The resulting raw mass source from the

modified Tanasawa (113) derivation for evaporation (2.27) and condensation (2.28) is

then given below.

ṁevap =
2γ

2 − γ
· hevapρ2√

2πRTsat

· T − Tsat

Tsat

· Θ(T − Tsat) · Θ(psat − p) (2.27)

ṁcond =
2γ

2 − γ
· hevapρ2√

2πRTsat

· T − Tsat

Tsat

· Θ(Tsat − T ) · Θ(p− psat) (2.28)

Here, Tsat and psat are the local saturation values, hevap is the local latent heat of va-

porization, and γ = ∆t represents the value of the dimensionless time step, commonly

described as the accommodation coefficient.

To enhance numerical stability and suppress spurious currents, the raw source terms are

diffused using the Hardt-Wondra method. This is achieved by solving a Poisson-type

equation (Eq. (2.29)) for an auxiliary smoothed field ψHW :

ψHW − ∇ · (Dψ∇ψHW ) = ṁevap + ṁcond, (2.29)

where Dψ is a diffusion coefficient that controls the extent of the smoothing region, with

a value of 1 × 10−10 m2 as applied by Kunkelmann and Stephan (154). The resulting

field ψHW is then reprojected onto the interfacial region using the phase fraction α1 and

a predefined cutoff threshold of the void fraction ϵ, yielding the final expression for the

applied source term in (2.30).

ṁHW =







−Nv(1 − α1)ψHW if α1 < ϵ

+Nlα1ψHW if α1 > 1 − ϵ

0 otherwise

(2.30)

This two-step formulation preserves the physical structure of the phase-change model

while eliminating spurious numerical peaks in the vicinity of the interface. The diffusion

step regularizes sharp gradients in the raw mass source terms, which could otherwise
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destabilize the solution or distort the interface geometry.

2.4.3 Transport Equation For Void Fraction

In order to calculate the distribution of the phases, the proposed algorithm solves a

transport equation for the liquid volume fraction α1, discretized as a conservative scalar

advection equation extended with an interface compression term and volumetric phase-

change source terms (150). The convective fluxes are constructed using the volumetric

field ϕ, and interface compression is applied using a supplementary flux ϕr, which acts in

the direction normal to the phase interface. This additional compression term counteracts

numerical diffusion and improves interface sharpness in the diffuse VOF formulation. It

is expressed in Eq. (2.31),

ϕr = ϕc (S⃗f · n̂f ), (2.31)

where S⃗f is the face area vector, and n̂f is the unit normal vector to the interface,

computed from the normalized gradient of the phase fraction field in Eq. (2.32):

n̂f =
∇α1

|∇α1|

∣
∣
∣
∣
face

. (2.32)

The compression coefficient ϕc used in Eq. (2.31) is defined in Eq. (2.33),

ϕc = cα · |U⃗ · n̂f |, (2.33)

where cα is a user-defined scalar constant and U⃗ is the velocity field. The total volumetric

flux used in the advection of the phase fraction is then:

ϕα = ϕ+ ϕr. (2.34)

In practical simulations, the sharpness and stability of the interface are controlled by a

set of user-defined parameters. These include the compression coefficient cα, the number

of correction steps for the phase-fraction equation, the number of subcycling steps per

time step, and the number of iterations used in the nonlinear flux limiter. The value of cα

must be chosen as a trade-off between interface sharpness and computational efficiency.

A too large value may lead to spurious oscillations or unbounded solutions, while a too
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small value can result in excessive smearing of the interface. The numerical values used

in this work are summarized in the section on numerical setup. In the phase conservation

equation, volumetric source terms are defined based on the net mass exchange due to

evaporation and condensation, as expressed in Eq. (2.35),

v̇net = v̇evap − v̇cond, with units [1/s]. (2.35)

Calculated volumetric fluxes are considered as additive sources. The resulting discretized

transport equation for α1 is given by Eq. (2.36),

∂α1

∂t
+ ∇ · (ϕα1) + ∇ · (ϕrα1) = v̇net. (2.36)

To enforce the physical constraint α1 ∈ [0, 1] and preserve phase volumes in the pres-

ence of steep gradients, the MULES algorithm (Multidimensional Universal Limiter for

Explicit Solutions) is applied (155). MULES is an iterative flux-corrected transport

scheme that solves a non-linear boundedness constraint at each time step by modifying

the phase-fraction advection term. Unlike classical high-resolution advection schemes

that apply slope limiters to reconstructed face values (such as total variation diminish-

ing schemes (156)), MULES operates by directly adjusting the volumetric face fluxes.

MULES allows us to simultaneously enforce local boundedness and global mass conser-

vation, even in the presence of strong gradients and sharp interfaces. The core of the

algorithm consists of solving the transport equation (2.37) for α1 as the modified form of

equation (2.36),

∂α1

∂t
+ ∇ · (ϕα α1) = v̇net, (2.37)

with ϕα pre-defined in (2.34). This is followed by a correction step that ensures the

fraction remains within physical bounds. During each correction cycle, the fluxes on the

cell faces are limited such that the updated value of α1 remains between 0 and 1 in all

cells. This is achieved by solving a set of local inequalities for the limited face fluxes

using an iterative nonlinear algorithm.

The implementation uses a van Leer-type limiter to interpolate α1 onto the faces during

the advection step, but the boundedness guarantee arises from the nonlinear flux correc-

tion, not from the limiter itself. The algorithm distinction is that MULES modifies the

face fluxes ϕα in a conservative manner while satisfying a global mass constraint and a

local maximum principle (157). The final corrected flux ϕlim
α replaces the convective term
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in the discretized equation:

∂α1

∂t
+ ∇ ·

(

ϕlim
α

)

= v̇net. (2.38)

After each correction cycle, the complementary phase field α2 = 1 − α1 is updated and

interface-related quantities are reconstructed. The corrected convective flux ϕα is then

used to evaluate the mixture mass flux ρϕ, based on phase-wise densities, as:

ρϕ = α1 · (ρ1 − ρ2) · ϕα + ρ2 · ϕα. (2.39)

2.4.4 Momentum Matrix and Momentum Predictor

To determine the momentum field and consequently the velocity distribution along with

the internal force balance within the computational domain, the first step of the algo-

rithm is the construction of the momentum matrix in conservative form. This matrix

includes inertial and diffusive terms, represents the advection form previously explained

in Eq. (2.1), and is defined in code as a finite-volume matrix (fvMatrix<vector>) by

Eq. (2.40).

∂(ρU)

∂t
︸ ︷︷ ︸

transient term

+ ∇ · (ρU ⊗ U)
︸ ︷︷ ︸

convective transport

+ ∇ · τ
︸ ︷︷ ︸

viscous stresses

−
(

∂ρ

∂t
+ ∇ · (ρU)

)

U

︸ ︷︷ ︸

conservative correction

= 0 (2.40)

Equation (2.40) is a conservative formulation, where the momentum flux is expressed

entirely in divergence form. The last term represents a conservative correction that com-

pensates for the non-linearity introduced by the time and space-dependent density field,

ensuring that momentum remains conservative even when ρ = ρ(α, T ). Neglecting this

term leads to the generation or loss of artificial momentum within the domain of compress-

ible flows (158; 150). This correction term is specific to variable-density formulations and

vanishes in the incompressible approach. At this stage, the constructed matrix operator

A(U) contains only inertial, convective, and viscous terms and remains decoupled from

pressure and body forces. To obtain a preliminary estimate of the velocity field required

by the energy equation prior to the pressure correction step, the momentum predictor

is executed. In this context, the velocity field U∗ denotes the predicted velocity, com-

puted using known pressure and interface forces, without enforcing the divergence-free

constraint. This field is used for transporting scalar quantities, provides an initial esti-

mate for pressure-velocity coupling within the PIMPLE loop. The governing relation for
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the predicted velocity is explicitly given by Eq. (2.41).

A(U) · U∗ = Fσ − ρ∇gh− ∇prgh (2.41)

The right-hand side of Eq. (2.41) is evaluated explicitly on the cell faces. The surface

tension force Fσ, the hydrostatic correction ρ∇gh, and the pressure gradient ∇prgh are

calculated as vector fields centered on the face and multiplied by the corresponding vec-

tors of the area of the face Sf . Since the velocity field U∗ is stored in cell centers, the

forces integrated with the face are projected back into the computational cells. In Open-

FOAM, the operation of (fvc::reconstruct) is performed mathematically by summing

the normal fluxes of the face around each cell, normalized by the volume of the cell V ,

as shown in Eq. (2.42):

(F)c =
1

|V |
∑

f∈∂V

(Ff · Sf ) . (2.42)

This operation ensures compatibility between the driving forces centered on the face and

the momentum equation centered on the cell. Explicitly, the reconstructed volumetric

force term on the right-hand side of Eq. (2.41) is expressed by Eq. (2.43),

A(U) · U∗ =
1

|V |
∑

f∈∂V

[

(Fσ − ρ∇gh− ∇prgh)f · Sf
]

. (2.43)

The resulting linear algebraic system defined in Eq. (2.43) is solved iteratively using a

preconditioned solver of the diagonal incomplete Cholesky (DIC) (159). The predicted

velocity field obtained U∗ is subsequently used in the energy equation to compute the

temperature distribution and serves as an initial velocity field for the pressure–velocity

coupling during the current outer iteration of the PIMPLE algorithm.

2.4.5 Energy Equation

In order to calculate the temperature, the distribution within the domain is divided into

fluid and solid phases and calculated simultaneously. In fluid, the solution is determined

by solving the energy equation in a conservative form. This equation accounts for tran-

sient, advective, diffusive, and phase-change source terms. Initially, it is expressed in

continuous mathematical form in Eq. 2.44,
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∂(ρcpT )

∂t
+ ∇ · (ρcpUT ) −

(

∂(ρcp)

∂t
+ ∇ · (ρcpU)

)

T − ∇ · (κeff∇T ) = q̇pc. (2.44)

In the above formulation ρ and cp are defined in cell centers, and U is the cell-centered

velocity field obtained from the solution of the momentum equation derived from the

solution of predictor (2.41). However, for discretization and numerical implementation in

the FVM used in the proposed algorithm, convective terms are solved using face-normal

fluxes. Hence, Eq. (2.44) is discretized by replacing the velocity vector field U with the

volumetric face flux ϕ attached to the cell wall, as expressed in Eq. (2.45),

ϕf = (Uf · Sf ). (2.45)

The use of ϕ facilitates conservative discretization and ensures a more precise mass and

energy balance between cell boundaries compared to simpler FDM solutions. Thus, the

discretized energy equation is expressed in Eq. (2.46).

∂(ρcpT )

∂t
+ ∇ · (ϕfcp,fTf ) −

(

∂(ρcp)

∂t
+ ∇ · (ϕfcp,f )

)

T − ∇ · (κeff∇T ) = q̇pc (2.46)

In Eq. (2.46), scalar quantities such as density, specific heat, and temperature, orig-

inally defined at the centers of control volumes, are interpolated to the cell faces to

ensure continuity of diffusive and convective fluxes across adjacent cells. This opera-

tion is required by the finite-volume formulation, where fluxes are naturally evaluated

at the boundaries of control volumes. OpenFOAM provides a dedicated interpolation

operator fvc::interpolate for this purpose, which transfers scalar field information

from cell centers to faces across general unstructured meshes. The interpolation scheme

corresponds to the same discretization strategy used in the momentum equation (2.42).

The interpolated face value ψf of an arbitrary scalar field ψ is obtained using a convex

combination of the values in the adjacent cells:

ψf = (1 − λf )ψP + λfψN , where λf =
|δP,f |
|δP,N | (2.47)

In this expression, the indices P and N refer to the centers of the two neighboring cells

adjacent to the face f , δP,f is the distance vector from cell P to face f , and δP,N is the

distance between the cell centers. The interpolation factor λf ∈ [0, 1] reflects the relative

geometric position of the face between the two centers of the cells. In the case of uniform
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orthogonal meshes, this expression simplifies to the arithmetic mean. This interpolation

is applied consistently to all scalar fields that appear in the discretized energy equation,

including ρ, cp, and T , as part of the evaluation of face-based fluxes. The volumetric

enthalpy flux term ρcpϕT , constructed on the faces of control volumes, is thereby evalu-

ated using the interpolated values of these fields. The third term in Eq. (2.46) represents

a conservative correction ensuring energy conservation in the presence of spatially and

temporally variable fluid properties. The effective thermal conductivity, κeff, responsi-

ble for the intensity of diffusion, combines the molecular thermal conductivity (kf ) and

turbulent heat diffusivity in Eq. (2.48),

κeff = kf + ρcp
νt

Prt
. (2.48)

In the formula for effective thermal conductivity, νt is the turbulent viscosity and Prt

is the turbulent Prandtl number set to default value of 0.85 (160). The phase change

source term q̇pc appearing on the right-hand side of Eq. (2.46) accounts for latent heat

exchange associated with evaporation and condensation. These processes are governed

by the mass transfer rates ṁevap and ṁcond, as defined in Eqs (2.30), and are driven by

a local thermodynamic imbalance near the liquid–vapor interface. To ensure numerical

stability while preserving physical consistency, the term latent heat source is linearized

around the local saturation temperature Tsat and decomposed into implicit and explicit

parts in the following formula (2.49),

q̇pc =
(
ṁcond − ṁevap

Tsat

)

hevapT
︸ ︷︷ ︸

implicit contribution

− (ṁcond − ṁevap)hevap
︸ ︷︷ ︸

explicit contribution

. (2.49)

This formulation effectively captures the influence of local thermal differences over the

interface through the temperature ratio T/Tsat, which approximates the magnitude and

direction of the driving force for phase change. Although the latent heat of vaporization

hevap is a thermodynamic property evaluated at equilibrium, the actual rate of energy

release or absorption depends on the deviation of the local temperature from Tsat. This

approach ensures that the source term is activated only when a nonzero temperature

difference is present across the interface. The implicit term, proportional to the unknown

local temperature T , contributes to the diagonal of the discretized matrix system, thus

improving the convergence of the energy equation. The explicit component, computed

from values in the previous time step or iteration, enters the system as a fixed source.

This semi-implicit treatment stabilizes the coupling between temperature evolution and

phase change dynamics. The resulting algebraic system derived from Eq. (2.46) is solved
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iteratively to obtain the updated temperature distribution for the fluid domain. Analo-

gously, the temperature field in the solid region is governed by the transient conduction

equation, simplified by the absence of convective terms and expressed by Eq. (2.50),

∂(ρscp,sTs)

∂t
− ∇ · (κs∇Ts) = 0. (2.50)

Here, ρs, cp,s, and κs denote the local density, the specific heat capacity, and thermal

conductivity of the solid material, all of which can vary significantly with temperature

under cryogenic conditions. The formulation accounts for these variations by applying

the time derivative to the full enthalpy term ρscp,sTs and including the temperature-

dependent conductivity term within the divergence operator. This captures the effect

of spatial gradients in thermal properties in order to accurately model heat transport in

solids with strongly non-linear thermophysical behavior.

2.4.6 Conjugate Heat Transfer and Turbulence

In pulsating heat pipes, the flow regime is characterized by strong unsteady motions

and significant spatial variations in velocity and Reynolds number. Preliminary ana-

lyzes of velocity structures and local Reynolds numbers, as described in (161; 162; 128),

demonstrate the necessity of incorporating turbulence modeling. Although the inclu-

sion of turbulence models increases computational resource requirements, it enables more

accurate predictions of both fluid dynamics and heat transfer. These effects are previ-

ously included in the momentum and energy equations (2.40), (2.44). In the present

thesis, turbulence is modeled using the standard k–ϵ approach (163), which is suitable

for meshes characterized by y+ > 30. This model introduces two additional scalar fields,

the turbulent kinetic energy k and the turbulent dissipation rate ϵ. Their distributions

are governed by the transport equations, the same way as in the momentum (Eq. (2.51))

or energy equation (Eq. (2.52)).

∂(ρk)

∂t
+ ∇ · (ρkU) = ∇ ·

[(

µ+
µt
σk

)

∇k
]

+ Pk − ρϵ (2.51)

∂(ρϵ)

∂t
+ ∇ · (ρϵU) = ∇ ·

[(

µ+
µt
σϵ

)

∇ϵ
]

+ C1ϵ
ϵ

k
Pk − C2ϵρ

ϵ2

k
(2.52)

The model coefficients C1ϵ and C2ϵ are assigned their standard values, which are commonly

used in engineering turbulence modeling (164). The turbulent viscosity µt is determined
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by the Boussinesq approximation and resolved by Eq (2.53),

µt = Cµ
ρk2

ϵ
. (2.53)

The computed turbulent viscosity µt modifies both momentum and heat transfer, en-

hancing the effective viscosity and the effective thermal conductivity. In the energy equa-

tion (2.46), this leads to the expression for the effective thermal conductivity in Eq. (2.48)

and in the momentum equation, it influences the viscous stress tensor in Eq. (2.40).

The conjugate heat transfer between the fluid and solid regions is modeled by enforcing

the continuity of temperature and heat flux across the interface. The starting point is

Fourier’s law of heat conduction applied separately to each side.

qf = −κeff∇Tf , (2.54)

qs = −ks∇Ts, (2.55)

At the fluid-solid interface, to meet continuity conditions, the following assumptions are

imposed in (2.56),

Tf = Ts qf · n = qs · n, (2.56)

where n is the normal vector directed from the fluid to the solid. The first condition

ensures thermal equilibrium at the interface, while the second guarantees conservation of

energy flux. Unlike the classical OpenFOAM implementation, where the interfacial heat

flux is approximated by direct interpolation between neighboring temperatures without

explicit calculation of thermal resistances, the present model constructs the total thermal

resistance as a sum of contributions from the fluid and solid sides. On the fluid side,

resistance is associated with turbulent and molecular conduction and is proportional to

the thickness of the fluid layer near the wall and inversely proportional to the effective

thermal conductivity κeff, which incorporates the effects of turbulence and varies with

temperature:

Rf =
δf
κeff

. (2.57)
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On the solid side, the resistance accounts for pure molecular conduction across a temperature-

dependent solid thermal conductivity κs:

Rs =
ds
κs
. (2.58)

The total thermal resistance Rth at the fluid–solid interface is thus given by:

Rth = Rf +Rs =
δf
κeff

+
ds
κs
. (2.59)

The normal heat flux qn exchanged across the interface is then computed consistently

from the local temperature jump divided by the total resistance,

qn =
Tf − Ts
Rth

. (2.60)

This resistance-based formulation accounts for turbulent heat transfer in the fluid, con-

duction in the solid, and temperature-dependent variations in material properties. By

using spatially resolved thermophysical fields on both sides of the interface, the model

offers a physically consistent description of conjugate heat transfer, especially in regimes

with strong temperature dependence, such as cryogenics. Graphical description of the

heat transfer between the solid and fluid is presented in Fig. 2.4.

Figure 2.4: Schematic representation of conjugate heat transfer implemented to the al-
gorithm at the interface.
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2.4.7 Momentum Conservation and Pressure Correction

In order to ensure mass conservation and maintain a consistent force balance, it is neces-

sary to correct the preliminary momentum field obtained from the predictor step defined

in Eq. (2.41). The intermediate velocity field U∗, resulting from the initial solution of

the momentum equation, generally does not satisfy the continuity equation—particularly

under compressible flow conditions with phase change. Therefore, a pressure correction

step is introduced to enforce mass conservation. The corrected velocity field is expressed

as,

U = U∗ + rAU∇prgh, (2.61)

where rAU = 1/diag(A(U)) is the reciprocal of the diagonal elements of the discretized

momentum matrix A(U), and serves as an approximate inverse operator.

To derive the corresponding pressure correction equation, the corrected velocity field must

be substituted into the governing mass continuity equation. This equation accounts for

density variations due to pressure, temperature, phase change and forms the foundation

for computing a consistent pressure field under transient, compressible flow conditions.

The governing mass continuity equation, including phase-change-induced mass transfer,

is given by Eq (2.62),

∂ρ

∂t
+ ∇ · (ρU) = ṁpc. (2.62)

To consistently expand the temporal density derivative in Eq. (2.62), it is connected

to variations in pressure and temperature by employing a thermodynamic identity in

Eq. (2.63),

∂ρ

∂t
=

(

∂ρ

∂p

)

T

∂p

∂t
+

(

∂ρ

∂T

)

p

∂T

∂t
. (2.63)

This formulation is fully compatible with the compressibility-based approach adopted in

the model. As previously introduced in Eq. (2.17), with isothermal compressibility ψ is

defined as the sensitivity of density to pressure changes,

ψ =
1

ρ

∂ρ

∂p

∣
∣
∣
∣
∣
T

. (2.64)

Analogously, the isobaric thermal expansion coefficient quantifies the sensitivity of density
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to temperature,

βT = −1

ρ

(

∂ρ

∂T

)

p

. (2.65)

Substituting these definitions into Eq. (2.63) leads to the following expression for the

local density evolution as depicted by Eq. (2.66),

∂ρ

∂t
= ψ

∂p

∂t
− ρβT

∂T

∂t
. (2.66)

Subsequently substituting the expression (2.66) into Eq. (2.62) and applying the corrected

velocity formulation from Eq. (2.61) it follows Eq. (2.67):

∇ · U∗ + ∇ · (rAU∇prgh) = ψ
∂prgh

∂t
− ρβT

∂T

∂t
+ v̇pc. (2.67)

The divergence of the predicted velocity field ∇ · U∗ is approximated numerically by the

divergence of the interpolated volumetric flux ϕ∗, scaled by the local compressibility as

(2.68),

∇ · U∗ = ∇ ·
(

ψ

ρ
ϕ∗

)

, (2.68)

where ϕ∗ is the face flux computed from U∗.

Substituting Eq. (2.68) into Eq. (2.67) yields the scalar pressure correction equation

(2.69) consistent with FVM method,

ψ
∂prgh

∂t
+ ∇ ·

(

ψ

ρ
ϕ∗

)

− ∇ · (rAU∇prgh) + v̇pc + ρβT
∂T

∂t
= 0. (2.69)

Once the pressure correction prgh is obtained from Eq. (2.69), the velocity is updated

using Eq. (2.61), and the absolute pressure is reconstructed as

p = prgh + ρgh, (2.70)

incorporating both dynamic and hydrostatic components.
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2.5 Model Validation through Benchmarks

2.5.1 Stefan Problem

Validation of the new CFD model involves comparing numerical results with benchmarks.

That approach provides a reference for assessing the accuracy of a solution based on data

from simple experiments or analytically solvable problems. In the case of the solver under

development, which extends the interFOAM family of algorithms to include phase-change

phenomena, newly implemented features require a suitable benchmark. A fundamental

benchmark in this field is the Stefan problem (165). The phenomenon involves a moving

boundary between two phases, gas and liquid, under heat transfer. Analytical solutions

exist for the one-dimensional version, enabling the direct validation of numerical models

that incorporate phase change. The assumptions of the Stefan problem benchmark are

depicted in Fig. 2.5.

Figure 2.5: Boundary conditions and assumptions of Stefan problem solved analytically.

To describe the motion of the interface over time and implement the Stefan problem, the

one-dimensional heat conduction equation governing the diffusion of heat is employed

and expressed as (2.71),

∂T

∂t
=

k

ρcp

∂2T

∂x2
. (2.71)

The positions of the phase interface are described by Stefan’s condition, which is expressed

in Eq.(2.72),

ρgh
dδ

dt
= −k∂T

∂x

∣
∣
∣
∣
∣
x=δ(t)

. (2.72)
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In order to solve the energy equation (2.71) based on Stefan’s condition (2.72), a dimen-

sionless coefficient ζ is used, which allows one to reduce the equation to a transcendental

form expressed in Eq. (2.73). This expression of the equation links the thermophysical

properties of the system with the motion of the phase-change interface,

ζeζ
2
∫ ζ

0
e−C2

dC =
cp(Twall − Tsat)√

πL
, (2.73)

where C does not represent a physical property such as position, time, or temperature;

instead, it simplifies the computation of the integral. Equation (2.73) is solved using the

Newton-Raphson method. Once ζ is determined, the position of the interface is calculated

using Eq.(2.74),

δ(t) = 2ζ

√
√
√
√

k

ρcp
t. (2.74)

The temperature distribution is described by Eq.(2.75), where the liquid temperature

corresponds to the saturation temperature, while the gas temperature is determined using

the derived formula,

T (x, t) =







Tsat, for x ≥ δ(t),

Twall − (Twall−Tsat)
2

√

π

∫ ζ

0
e−C2

dC
· 2√

π

∫

x

2

√
k

ρcp
t

0 e−C2

dC, for x < δ(t).

(2.75)

The Stefan moving interface simulations were conducted for liquid nitrogen. Constant

thermodynamic parameter values were assumed in the model to ensure consistency with

the analytical solution, where fixed fluid parameter values are also used. An example of

the results is shown in Fig. 2.6, which presents the numerically obtained temperature and

fraction contours after 1 s of simulation. A comparison of the analytical results with the

numerically obtained data is plotted in Fig. 2.6.

2.5.2 Scriven Single Bubble Growth

A more complex approach to validate the model and ensure the correct implementation of

phase change processes is to simulate the growth of a single vapor bubble. Similar to the

Stefan problem, this case can also be solved analytically. Scriven in (166), proposed an

analytical solution describing the growth of the radius of a single vapor bubble. Scriven’s
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Figure 2.6: Temperature and fraction contour of 1-D numerically obtained visualization
of Stefan problem.

relationship is expressed in equation (2.76):

R(t) = 2β
√
Dt. (2.76)

The use of a benchmark based on an analytical solution is one of the approaches proposed

in the literature. It has been used by Georgoulas et al. (167), Magnini in his doctoral

dissertation (168), and Kunkelmann and Stephan in (154). The mesh parameters and

thermodynamic values were set in a way similar to those in the work of Georgoulas et

al. (167). Unlike the previous benchmark, the validation was performed under ambient

conditions due to the lack of precisely determined β values available in the literature for

cryogenic liquids.

Under specific assumptions, the Scivern solution can be accurately reproduced, requiring

an initial temperature profile as a key starting condition. These assumptions, thoroughly

discussed by Magnini (168), are described using equation (2.77). To obtain a parabolic

temperature distribution instead of a linear one, the original setup was modified. The

adjustments made are reflected in Eq. (2.78). Fig. 2.7 illustrates the differences between

linear and parabolic temperature profiles.
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The linear temperature distribution in the thermal layer is

T (r) =
δ − 0.99 · (T∞ − Tsat) +R0

r
+ Tsat, (2.77)

and the parabolic temperature distribution in the thermal layer is,

T (r) = T∞ −
(

δr − (r −R0)

δr

)2

· (T∞ − Tsat) (2.78)

Figure 2.7: Assumed temperature distribution with comparison with linear assumption

Georgoulas et al. (167) introduced a critical refinement to the model by limiting phase

change processes to occur exclusively within interface cells. Specifically, this method

allows phase change only in regions where α lies between 0.05 and 0.95, effectively sup-

pressing it elsewhere. This control strategy, integrated into the algorithm, has been

adopted in the present study. The benchmark’s schematic and underlying assumptions

are shown in Fig. 2.8.
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Figure 2.8: Schematic and assumptions for the bubble growth case proposed by Scriven
(166).

The results of the numerical analysis, as well as the evolution of the vapor bubble, are

shown in Fig. 2.9.

Figure 2.9: Graph of the evolution of the radius of the vapor bubble compared to the
analytical solution.

The numerical results of Scriven bubble growth are compared in Fig. 2.10. The graph

illustrates the shifted evolution of a bubble such that the numerically derived values,
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marked by red crosses, start at the instance of the analytical solution for an initial radius

of 0.1 mm.

Figure 2.10: Evolution of fraction and temperature development of Scriven bubble
growth.

The compliance of the solver with analytical solutions to the Stefan problem and the

growth of Scriven bubbles are shown in Figures 2.6 and 2.9, with errors below 5%. These

benchmarks verify the core phase change and transport mechanisms under controlled an-

alytical conditions and quantify the accuracy of the baseline. They establish the reference

upon which the subsequent PHP-specific studies are built.
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Chapter 3

Experimental Test Facility

This experimental study aims to characterize the thermo-hydraulic behavior of small

cryogenic PHPs. The objective is to investigate how the capillary pipe geometry (partic-

ularly the diameter), working fluid and filling ratio affect the thermal performance. The

measured data will be used to validate the numerical model described in section 2.4. The

experimental system is based on a closed-cycle two-stage cryocooler that serves as the cold

source without the need for liquid cryogens. The PHP was connected to the cryocooler

cold stage through a custom-designed thermal interface. The term ’small’ refers to the

geometry of the PHP optimized for computational modeling. The total pipe length and

number of turns have been selected to preserve the pulsating mechanism while reducing

the computational domain to a computationally tractable mesh size. The sections in

this chapter provide a detailed overview of the cryocooling principle, working fluid se-

lection criteria, geometric constraints, component manufacturing, and the measurement

and control systems used in the experiment.

3.1 Design Principles in Cryogenics

Thermal system design at cryogenic temperatures differs substantially from conventional

engineering practice under ambient conditions. The primary challenge lies in the nonlin-

ear temperature dependence of material properties such as density, specific heat capacity

and thermal conductivity. These parameters may vary by an order of magnitude de-

pending upon the operating temperature ranges and their gradients must be taken into

account during both mechanical design and thermal optimization. This often requires

the use of oxygen-free copper or specialized alloys, which are costly and difficult to pro-

cess. In this thesis, the primary role of the designed PHP is to provide controlled and
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reproducible data to validate the numerical model, but is also intended to serve as an

efficient thermal link. Achieving high thermal efficiency requires minimizing the tempera-

ture drop between the evaporator and condenser sections. The interface was developed to

ensure uniform temperature distribution and minimal thermal resistance while preserv-

ing mechanical integrity. From a modeling perspective, the uniformity of heat removal

from the condenser is requisite for reliable numerical validation. Any spatial variation

in temperature along the condenser surface introduces non-uniform boundary conditions,

which reduce the reliability of fixed-temperature assumptions. To mitigate this, design

measures were implemented to maximize temperature uniformity, such as the use of high-

conductivity interface materials and symmetrical mounting geometries. The geometrical

size and configuration of the PHP are typically governed by two main constraints: the

available cooling power of the cryocooler and the physical dimensions of the cryostat.

Since the cryocooler is the most expensive component of the system, the overall PHP

layout is usually tailored to match its thermal performance. An exception to this ap-

proach arises in the application oriented PHP designs, where the objective is to transfer

a specified amount of heat with predefined performance. In such cases, the cryocooler is

selected accordingly, and the overall system cost becomes a secondary concern. In sum-

mary, cryogenic design demands high-conductivity interfaces to reach strictly uniform

boundary conditions so that measured responses can be attributed to PHP geometry,

working fluid, and fill ratio rather than uncontrolled thermal biases.

3.2 Cryocooling and Operating Ranges

A cryocooler is a mechanical refrigerator operating on a closed thermodynamic cycle to

provide continuous cooling at cryogenic temperatures. Unlike dewars supplied with liquid

helium or nitrogen, it operates without consumable cryogens. Early regenerative designs

were developed in the early 1960s by Gifford and McMahon (169). In this experiment,

the two-stage CH-208L cryocooler (Sumitomo SHI Cryogenics Group (170)) have been

used. As a Gifford–McMahon (GM) unit, it employs an external compressor and a rotary

valve to alternate high- and low-pressure helium through a regenerator and displacer in

the cold head. A photo of the cryocooler, along with the thermomechanical interface to

the first and second stages, is shown in Fig. 3.1. The cryocooler consists of two cooling

stages. The first stage operates at intermediate temperatures, providing precooling near

70 K with a cooling capacity of up to 28 W, according to the CH-208L manufacturer

specifications. The second stage is designed to reach 20 K, offering a cooling power of 8 W.

Its operation follows a standard two-stage GM regenerative cycle in which an external

compressor and rotary valve shuttle helium between high and low pressure through a
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regenerator–displacer cold head. For PHP experiments, a two-stage GM cryocooler is

preferred because it maintains stable cold-head temperatures under varying heat loads

and enables thermal partitioning: a radiation shield anchored to stage 1 intercepts room-

temperature radiation and parasitic conduction through supports and wiring, increasing

the cooling capacity available at stage 2 for the PHP condenser and supporting uniform

boundary conditions.

Figure 3.1: Cryocooler CH-208L with customized connection to the 1’st and 2’nd stage
used in the experiment

The design of the experimental system is primarily constrained by three factors. The first

is the cooling performance and operational range of the cryocooler, and the second is the

boiling temperature of the working fluid within the accessible range. The manufacturer

provides a performance map of the CH-208L cryocooler under no-load conditions, as

shown in Fig. 3.2. Based on this data, realistic operating temperatures are approximately

30 K and above for systems thermally connected to the first stage, and above 10 K for

components at the second stage (170).

The design of the experimental system is constrained by three factors. The first is the

cooling performance and operating range of the cryocooler, and the second is the boil-

ing temperature of the working fluid within the accessible range. The manufacturer’s

performance map for the CH-208L under no-load conditions is shown in Fig. 3.2. Based

on these data, realistic operating temperatures are approximately 30 K and above for

systems thermally connected to the first stage, and above 10 K for components at the

second stage (170).
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Figure 3.2: Performance map of the two-stage CH-208L cryocooler at 50 Hz, provided by
SHI Cryogenics Group (170).

The third limitation is the allowable operating pressure. The filling-line connection and

the pressure safeguards used in this study are described in Section 3.3.1. A relief valve set

to 4.5 bar defines the maximum working pressure used throughout the experiments. The

operating ranges are shown on the modified saturation diagram in Fig. 3.3. The diagram

includes argon, nitrogen, neon, oxygen, and hydrogen to delineate the practical envelope

of cryogenic fluids within the temperature and pressure window relevant to this setup.

The experimental campaign is conducted on both stages of the cryocooler to cover the

available temperature range. For the present work, the selected working fluids are argon,

nitrogen, and neon to meet safety and handling requirements.
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Figure 3.3: Potential experimental area with the Cryocooler capability

3.3 Design of the Experiment

The experiment begins by defining the operating window for the selected working fluids

and the condenser temperature range. These choices guide the capillary geometry, the

routing and bending strategy, and the connection to the filling and pressure control

system. The thermal interfaces are sized to match the expected heat input and the

available cooling capacity, and the assembly is integrated in a high-vacuum cryostat with

a radiation shield to minimize parasitic loads. This framework establishes the layout and

control strategy developed in the following subsections.

3.3.1 PHP design

One of the most commonly used indicators for selecting the internal diameter of a pulsat-

ing heat pipe is the Bond number criterion, discussed in Sections 1.3.4 and 1.3.7. Despite

its limited predictive capability, the Bond number remains a useful first-order guide to

delineating the viable operating range of PHPs. In the classical formulation, the admissi-

ble range is generally taken as 0.7 ≤ Bo ≤ 4.0 (7; 71). Within this interval, one can infer,

for a specified inner diameter, the condenser operating temperature at which the system

satisfies the oscillatory-flow condition. From a performance standpoint, it is generally
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advantageous to choose the largest diameter that still meets this criterion because it in-

creases the liquid hold-up and enhances heat transport. Figure 3.4 reports the computed

Bond numbers for several inner diameters and highlights the corresponding admissible

ranges.

Based on the trends in Fig. 3.4, using thermophysical properties at saturation, two inner

diameters, 1.3 and 1.7 mm, were selected. For nitrogen and argon, these choices keep the

Bond number below the upper bound Bo = 4 over the relevant condenser temperature

range, while for neon the same geometry crosses into Bo > 4. This enables a controlled

comparison across the classical threshold: operation within the admissible window for

N2/Ar and deliberate probing of the supercritical regime Bo > 4 for Ne. In particular,

recent cryogenic studies (e.g., Dixit et al. (34)) have shown that self-excited oscillations

may persist even beyond the canonical interval Bo > 4, motivating the inclusion of both

sides of the threshold in the present design.

Figure 3.4: Bond number as a function of operating temperature for selected internal
diameters.

This experiment investigates the influence of geometry on the performance of a PHP filled

with argon, nitrogen, and neon. All capillaries share a fixed outer diameter of 2.5 mm

for interchangeability and are fabricated from stainless steel 316L. The main rationale

for stainless steel is to minimize axial heat leak so the adiabatic section remains nearly

adiabatic under vacuum. Its low thermal conductivity limits the coupling between the

evaporator and the condenser and allows a thermal-switch mode when the working fluid
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is absent. A secondary rationale concerns the fidelity of the formation, as 316L maintains

the inner diameter during tight bends better than softer metals such as copper. The

common outer diameter unifies the mechanical and thermal interfaces and simplifies the

swapping between variants with different inner diameters.

The first fabrication step involved bending a single continuous capillary tube into the PHP

structure using a custom-made bender plate. The most challenging part of the process

was preserving the internal channel cross-section during bending, which primarily limits

the minimum achievable bending radius and the achievable in-plane vertical bend packing

density. In this setup, a fixed bending radius of 5 mm was manufactured, with a loop

pitch of 170 mm with the total length of 1977.08 mm. Consistent spacing between bends

was required to ensure proper alignment within the condenser and evaporator plates.

Notably, no welding was used, the entire PHP was formed from a single capillary tube.

After bending, the capillary was mounted on custom-designed copper plates shown in

Fig. 3.5 and tightened evenly with screws. The outer holes are used to interface with

the cryocooler, while auxiliary holes are used to fix the plates together. The plates are

made from high-purity copper with a RRR of 80. Screw placement ensures good thermal

contact across the entire surface. This mitigates local overheating by distributing heat

more uniformly. Each plate includes a central hole for mounting cylindrical Cernox®

sensors. The plate dimensions are 50 mm ×107.5 mm.

Figure 3.5: Copper plates for evaporator and condenser mounting

The complete assembly, shown in Fig. 3.6-A, includes 3D-printed holders to stabilize the

adiabatic section and prevent mechanical deformation. Figure 3.6-B displays a silver-
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Figure 3.6: (A) Fully assembled PHP mounted with copper plates and 3D-printed holders,
(B) silver-brazed T-joint connecting the capillary to the filling line, (C) CAD model of
the T-joint geometry

brazed T-joint used to connect the capillary to the filling system. The CAD model of

this joint is shown in Fig. 3.6-C. This junction is structurally sensitive due to mechanical

stress during high-pressure operation and the potential for contamination during brazing.

Each connection was hand-brazed with a thermal sink to draw heat away and protect

the previously made bond on the opposite branch of the T-jont. The internal diameter

matches precisely that of the capillary to prevent flow constriction or expansion, whereas

the outer diameter is slightly larger than that of the pipe to seal it with silver.

The final stage in PHP fabrication involves verifying the mechanical integrity of the

T-joint connections under thermal and high pressure cycling. The primary indicator of

successful assembly is helium leak test, which confirms both the structural robustness and

the quality of the brazed joints. Leak testing was performed using a PHOENIX Quadro

helium leak detector (Leybold), with a detection sensitivity down to 1 × 10−12 mbar · l/s.

Prior to leak detection, each PHP sample was subjected to repeated thermal cycling to

simulate cryogenic fatigue stress. As illustrated in Fig. 3.7-A, the PHPs were immersed

in liquid nitrogen and then returned to ambient temperature three times over the span
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of several hours. Following thermal fatigue, a pressure test was conducted by filling the

PHPs with nitrogen gas at 7 bar. The system was held at this pressure for several hours

in the set-up as shown in Fig. 3.7-A, to confirm the mechanical endurance of the joints

under internal pressurization. No decrease in pressure was were observed. Subsequently,

helium leak detection was carried out on 1.3 and 1.7 mm PHPs. All PHPs passed the

test, confirming that the T-joints remained sealed and mechanically sound, even after

undergoing combined thermal and pressure cycling.

Figure 3.7: (A) Thermal cycling of PHP in liquid nitrogen, (B) Pressure testing at 7 bar.

3.3.2 Cryocooler Connection and Radiation Shield Design

The PHP module and its thermal interfaces were designed around a two-stage cryocooler.

The cryostat is a vacuum enclosure adapted to house the cryocooler and the PHP as-

sembly and is shown in Fig. 3.8. The geometry of the cryostat defines the envelope and

port layout of the assembly, and the maintained high vacuum suppresses gas conduction

and convection, thus reducing parasitic heat loads from the environment to the radiation
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shield and cold stages. Within these spatial constraints, the first stage of the cryocooler

serves as the primary thermal anchor for the nitrogen and argon PHPs and supports the

radiation shield, while the second stage is dedicated to low-temperature operation with

neon. The corresponding saturation temperatures at atmospheric pressure are 77.3 K for

nitrogen, 87.3 K for argon and 27.1 K for neon.

Figure 3.8: Photographs of the cryostat used in the experimental setup

The primary design goal was to minimize the temperature difference across the ther-

mal interfaces while limiting the amount of copper used. This is consistent with good

cryogenic practice: minimizing thermal resistances at interfaces while controlling mass

reduces static and dynamic heat loads and eases cooldown. Designing the thermal con-

nector also required balancing multiple constraints, including the fixed dimensions of

the PHP module discussed earlier and the limited internal volume of the cryostat. In

practice, a compact and well-matched cryostat is advantageous because it helps maintain

high vacuum conditions and reduces external heat exchange to the radiation shield and

cold stages. These considerations informed the finite element optimization carried out

in ANSYS Mechanical, and the temperature-dependent copper data used in the FEM

model are shown in Fig. 3.9.
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Figure 3.9: Temperature-dependent properties of copper used in FEM optimization

Due to the cylindrical geometry of the cryocooler stages (Fig. 3.1), the connectors were

shaped to maximize the real contact area and to provide a smooth circular to rectangular

transition, thus lowering contact resistance while remaining within the cryostat enve-

lope. The length and profile of the transition were determined via a parametric FEM

study under cryostat clearance constraints. The selected variant is the shortest geometry

that satisfied the overall thermal and mechanical objectives. Numerical simulations were

performed with boundary temperatures of 77.3 K for the first stage and 27.1 K for the

second stage. Fixed thermal loads of 36 W and 10 W, respectively, were applied at the

connector interfaces. On the outer surfaces of the condenser plates, a uniform heat flux

was imposed to represent the thermal load transported toward the heat sink. The result-

ing temperature fields are presented in Figs. 3.10 and 3.11, which illustrate the thermal

distribution across both the connector and condenser plates for each stage.
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Figure 3.10: Simulated temperature distribution across the thermal connector and con-
denser plate attached to the first stage of the cryocooler.

The maximum temperature difference observed on the condenser surface was 0.13 K for

the first stage and 0.02 K for the second stage. In steady-state operation, the lateral

temperature spread on the condenser can be smaller than in the isolated FEM case,

even though the effective cryocooler capacity integrated in the system is lower than the

manufacturer capacity without an attached cold mass. The mechanical connection to

the second cryocooler stage is shown in Fig. 3.12. Position 2-B is a through screw that

engages in the stepped mounting hole of the thermal interface. Position 2-A is the washer

on the opposite side that closes the joint. For the evaporator plate, full depth screws 1-A

are used, corresponding to a 10 mm plate thickness. The condenser uses inner screws that

clamp the condenser and evaporator plates together and outer screws 2-B that connect
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Figure 3.11: Simulated temperature distribution across the thermal connector and con-
denser plate attached to the second stage of the cryocooler.
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the plates to the thermal interface. Label 3-A denotes the T-joint connection to the filling

tube.

Figure 3.12: Mechanical connection of the PHP interface to the second cryocooler stage.
Labels: 2-A—locking nut and washer, 2-B—cryocooler interface screw, 1-A—evaporator
mounting screw, 3-A—T-joint with feedthrough pipe connection.

The upper flange at C-2 and D-4 in Fig. 3.13 provide thermal contact with the upper

part of the cold head (D-3), as well as a mechanical interface for attaching the PHP

via the mounting points D-1. The label C-1 enables the filling tube to pass through

which connects the PHP T-joint with the external gas supply system. The radiation

shield, fabricated from high-purity copper, is attached to the connector using screws at

the D-2 locations. The complete assembly, including the PHP interface and the thermal

61



3.3. Design of the Experiment

connection to the second stage, is shown in Fig. 3.14.

Figure 3.13: CAD rendering of the thermal connector and radiation shield assembly. La-
bels: C-2 and D-4—connector elements, D-3—cold head interface, D-1—PHP mounting
points, C-1—cutout for the T-joint extension.
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Figure 3.14: Exploded view showing the PHP mounting structure and radiation shield
with the connection to the second stage of the cryocooler.

A radiation shield is commonly used in cryogenic systems to reduce parasitic heat load

via thermal radiation. Since the interior of the cryostat is evacuated using a turbomolec-

ular pump and maintained at a vacuum range of 10−6 mbar, convective and conductive

heat transfer are effectively suppressed leaving radiation as the dominant mode of energy

transport. Radiative heat exchange can be minimized in two main ways: by lowering the

surface emissivity or by reducing the temperature difference between radiating surfaces.
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The first method is achieved by wrapping the cylindrical radiation shield in multi-layer

insulation (MLI), consisting of 15 layers of aluminum sheets separated by polyester spacer

nets, where stacked low-emissivity foils create multiple reflections that reduce the effec-

tive emissivity and the net radiative heat load. The second approach involves thermally

anchoring the shield to the first stage of the cryocooler. Thermal anchoring of the shield

to the first stage acts as an intermediate temperature sink that pulls the shield temper-

ature toward the first-stage level, reducing the temperature difference between radiating

surfaces rather than increasing the cryocooler’s intrinsic cooling power. As a result, the

net radiative exchange between the inner wall of the shield and the test object (in this

case, the PHP) becomes negligible (≤ 1 mW ) due to the T 4 dependence in the Ste-

fan–Boltzmann law. This arrangement also minimizes external thermal disturbances at

the evaporator and condenser surfaces, thereby improving the quality of temperature

measurements. The radiation shield mounting is shown in Figure 3.15. On the left, the

MLI wrapped around the copper rad-shield is presented. The insulation is locally held

waxed polyester thread to enhance mechanical stiffness and minimize the risk of contact

with the cryostat walls or accidental suction of insulation material during vacuum pump

initial launching. The central part of the figure displays the radiation shield made of high

purity copper without the MLI. The mechanical joint and the bottom lid of the radiation

shield are visible. In its operational orientation, the lid faces downward in alignment with

the gravitational vector. The assembly is secured using flat-head screws. On the right,

the interface component connecting the radiation shield to the top part of the cryocooler

is shown. The holes labeled as the top part also serve to hold the connector between the

condenser and the cryocooler. The entire structure is supported via threaded mounting

holes, which align with recesses in the component labeled D-1 in Figure 3.13.

3.4 Selection of Sensors and Measurement Instru-

ments

Two types of temperature sensors are used in the experimental setup: Cernox® thin

film resistance temperature sensors and Pt100 platinum resistance thermometers. The

Cernox® 1050 sensors, featuring a barrel-shaped ceramic encapsulation, are specifically

designed for cryogenic applications. Their resistance increases as temperature decreases

(negative temperature coefficient), making them highly sensitive and stable in cryogenic

conditions. Six such sensors are embedded directly into dedicated holes in the evaporator

and condenser plates, as shown in Fig. 3.16. Using three different sensors results in more

reliable readings of averaged thermal resistance. Pt100 was used for auxiliary measure-

ments. These sensors exhibit a nearly linear resistance–temperature relationship and a
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Figure 3.15: Radiation shield components and their assembly with cryocooler and thermal
interfaces.

positive temperature coefficient, although their accuracy degrades in deep cryogenic con-

ditions. In the present set-up, one Pt100 monitors the radiation shield to determine when

steady state is reached, a second Pt100 on the feeding tube serves the same purpose by

indicating stabilization of the fill line, and a third Pt100 tracks the buffer temperature

during the filling procedure to improve the estimation of the filling ratio. For precision

in measurements, all temperature sensors are connected using four wires. Current is sup-

plied via copper wires, chosen for their low electrical resistance, while voltage is provided

using manganin wires, which exhibit low thermal conductivity and temperature inde-

pendent resistivity. This solution minimizes voltage drops caused by lead resistance and

suppresses parasitic heat transfer along connections which are present in environments

with a wide range of temperatures.

65



3.4. Selection of Sensors and Measurement Instruments

Figure 3.16: Cernox® placement at the PHP slots, and location of Pt100 on rad-shield

To further ensure accurate readings, thermalization of measurement cables was done

at multiple points, as illustrated in Fig. 3.17. Thermalization refers to the process of

gradually removing parasitic heat conducted along wires by thermally anchoring them to

solids with relatively high internal energy like radiation shields or interfaces of cryocoolers.

Without proper thermalization, heat from room temperature could reach the sensors

and distort measurements. Copper plates, thermal interface parts and the shaft of the

cryocooler were used to anchor the cables mechanically and thermally to colder structures.

In the present experiment, pressure is measured both to control initial conditions dur-

ing the filling process and to track the dynamic behavior of the system during oper-

ation. Three MKS pressure transducers are used for this purpose, each assigned to a

specific measurement point. The vacuum inside the cryostat is measured using an MKS

QuadMag® 974B transducer. It combines three measurement principles depending on

the pressure range: thermal conductivity at high pressure, ionization at intermediate

vacuum, and membrane deflection at low pressure. This sensor is used to verify whether

the turbomolecular pump achieves a sufficiently low pressure before initiating cooldown.

The internal pressure of the PHP is measured using an MKS Baratron® 722B absolute
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Figure 3.17: Thermalization of measurement cables. Left: connection to the plates and
protection of condenser sensor from heat transfer from adiabatic part. Middle: anchoring
to thermal interface using aluminum tape. Right: spiral wrapping of sensor cables on the
cryocooler shaft.

capacitance manometer, connected externally to the PHP volume via a feedthrough line.

The sensor measures the change in capacitance between an Inconel® diaphragm and a

fixed electrode, providing accurate information on pressure evolution during PHP oper-

ation. A second MKS Baratron 722B sensor is installed on the buffer vessel, monitoring

the absolute pressure during the filling procedure. Combined with temperature readings,

this measurement is used to determine the PHP filling ratio. Placement of the pressure

sensors is presented in a later section in Fig. 3.22.

3.5 Condenser Temperature Control

Temperature control at the condenser is used to regulate the system to a desired sat-

uration temperature. For liquid nitrogen, the reference value corresponds to 77.3 K,

which is the saturation temperature at 1 atm. In this setup, a PID controller (CTC-100)

adjusts the heat input based on the temperature measured at point A (location of the

CERNOX® sensor in 3.18). The heater power is regulated to match the cooling demand

imposed by the cryocooler. Optimized parameter in the design is the positioning of the

heater. Placing it close to the measurement point improves feedback response but may

locally distort the temperature distribution near the condenser. Conversely, locating the

heater farther from the sensing point reduces its influence on the temperature gradient

along the condenser, at the cost of slower thermal response. Two configurations were
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simulated: one with a single heater mounted on the radiation shield, and another with

two heaters symmetrically placed on the thermal interface between the first cryocooler

stage and the condenser plate. Mounting the heater directly on the cryocooler surface

was not possible due to the geometry of the structural element labeled D-4. The applied

boundary conditions are shown in Fig. 3.18.

Figure 3.18: Boundary conditions applied to the simplified geometry used in the FEM
thermal simulation. A - CERNOX® sensor slot, B - single heater on radiation shield, C
- heat extraction surface, D - dual symmetric heaters at the interface.

To compare both configurations, the system was initialized at 77.1 K, and a total heating

power of Q = 50 W was applied. Simultaneously, the cryocooler was assumed to extract

Q = 36 W at surface C. The resulting temperature distribution after 25 seconds is shown

in Fig. 3.19.

68



3.5. Condenser Temperature Control

Figure 3.19: Temperature distribution at t = 25 s. Configuration: dual heaters (B and D)
supplying Q = 50 W in total, cryocooler extracting Q = 36 W at surface C. CERNOX®

sensor positioned at point A.

In the case of the single heater, heat accumulates near the interface between the radi-

ation shield and the cryocooler, with a limited effect on the condenser plate. In the

dual-heater configuration, the thermal gradient is more uniform, and no local overheat-

ing is observed. The spatial distribution alone does not capture the system’s temporal

response. Figure 3.20 shows the temperature evolution at the CERNOX® sensor location.

In the single-heater case (blue curve), the temperature initially decreases, indicating a

delayed response. During this interval, the applied power is insufficient to immediately

compensate for the extracted heat, which may interfere with regulation. In contrast, the

dual-heater (orange curve) compensates for the cooling load promptly, without an initial

temperature drop.
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Figure 3.20: Temperature evolution at the CERNOX® sensor position. Blue: single
heater 50 W, orange: dual heaters 2x25 W.

Based on the simulation results, two heaters (50 mm × 10 mm each) were installed on

opposite sides of the interface between the cold head and the condenser plate. Their

mounting arrangement is shown in Fig. 3.21.

Figure 3.21: Final heater configuration adopted in the cryogenic setup.
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3.6 Filling Process

Proper operation of the PHP requires high purity of the working fluid and accurate

control of the filling ratio, both of which are obligatory for the correct reproduction of

experimental results. This is particularly important in systems where the design process

relies on prototype data. To meet these requirements, the filling system includes a high-

purity gas source, a series of vacuum-compatible valves and fittings, and a dry scroll

pump combined with a pressure measurement system. An overview of the filling setup is

presented in Fig. 3.22.

Figure 3.22: Schematic of the gas supply and filling system. All hydraulic components
are Swagelok.

All hydraulic components used in the system are supplied by Swagelok. The design

includes connections based on two thread types: NPT (National Pipe Tapered) and NCR

(National Compression, Reduced). The dry scroll pump is responsible for evacuating

both the PHP and the supply line. A 2.25-liter buffer reservoir is used as an intermediate

storage vessel during the filling process. The full filling procedure consists of several steps,

which may vary depending on whether the working fluid is being changed or the PHP

unit has been replaced. The complete process consists of the following:

1. Initial pumping of the supply line, with the buffer and PHP isolated. This is re-

quired because the pressure regulators are not rated for vacuum on both sides.

During this step, the buffer and PHP are kept closed to avoid potential contami-

nation by dust particles or residual gas.

2. Flushing of the supply line using the working gas. This involves filling the vol-

ume with gas and then evacuating it multiple times to reduce contamination from
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previous gases or air.

3. Pumping of the PHP and buffer sections with all valves closed on the supply side.

4. Flushing of the buffer and PHP sections. This step is critical for removing non-

condensable gases and fine particles that cannot be eliminated under static vacuum

conditions.

5. Charging the buffer with working gas to a pressure at least 0.5 bar above atmo-

spheric pressure.

6. The actual filling is conducted by maintaining a constant low temperature at the

condenser surface. The gas enters slowly from the buffer and condenses immediately

upon contact with the cold surface. This ensures that the internal pressure in the

PHP remains near saturation.

7. The amount of gas introduced into the PHP is determined from the definition of

the FR, which is computed using:

FR =
Vl

Vl + Vg
· 100% (3.1)

Here, Vl is the volume occupied by the liquid phase, and Vg is the volume of vapor,

both referring to the internal volume of the PHP capillaries. The mass balance is

performed by dividing the system into two control volumes.

3.7 Error Analsyis

Uncertainty analysis follows the GUM (Guide to the expression of uncertainty in measure-

ment) framework (171), which classifies sources as Type A based on statistical analysis of

repeated measurements and Type B based on prior knowledge, such as sensor calibration.

Both types are combined using standard root-sum-square propagation.

3.7.1 Uncertainty in Thermal Resistance Measurement

The thermal resistance, being an indicator of thermal efficiency in the PHPs, is defined

as Eq. (3.2).

R =
Te − Tc
Qevap

(3.2)
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Its uncertainty is computed using standard uncertainty propagation. The temperature

uncertainty consists of a Type B component and a Type A component derived from

the standard deviation of the measurement series. The combined uncertainties for the

evaporator and condenser temperatures are calculated as:

uTe
=

√

u2
B,T +

σ2
Te

N
, uTc

=

√

u2
B,T +

σ2
Tc

N
(3.3)

where uB,T denotes the Type B uncertainty of the temperature sensor, σTe
and σTc

are

the standard deviations of the measured temperatures at the evaporator and condenser,

respectively, and N is the number of data points used in the averaging window. In this

case, N corresponds to measurements acquired every 5 seconds over the final 15 minutes

of each 45-minute power step, under the assumption that a quasi-steady state was reached

during this period. The Type B uncertainties of the Cernox® temperature sensors are

selected based on the target working fluid and corresponding operating temperature.

• Neon at 27.1 K: uB,T = 10 mK

• Nitrogen at 77.3 K: uB,T = 16 mK

• Argon at 87.3 K: uB,T = 16 mK

The heating power Qevap is supplied by a Keithley® 2200 programmable power supply. Its

uncertainty includes contributions from voltage and current readings. The manufacturer

specifies the limits as uU = 0.03% · U and uI = 0.1% · I. The uncertainty in power is

provided in Eq. (3.4).

uQevap
= Qevap ·

√
(
uU
U

)2

+
(
uI
I

)2

(3.4)

The final expression for the combined uncertainty of thermal resistance is given by

Eq. (3.5).

uR =

√
√
√
√

(

uTe

Qevap

)2

+

(

uTc

Qevap

)2

+

(

(Te − Tc) · uQevap

Q2
evap

)2

(3.5)

Additional parameter frequently used for quantitative assessment of the thermal per-

formance of a PHP is the effective thermal conductivity expressed as Eq. (3.6), which

characterizes the overall heat transport capability of the system. It is calculated based

on the average thermal resistance and the geometric properties of the device.
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Keff =
LPHP

A ·R (3.6)

The uncertainty for this quantity is directly obtained from the uncertainty in thermal

resistance (Eq. (3.5)), using standard error propagation:

uKeff
=

LPHP

A ·R2
· uR (3.7)

where LPHP = 1
2
(le + lc) + la is the effective conduction length, with le = lc = 45.75 mm

and la = 88.5 mm, resulting in LPHP = 132 mm. The cross-sectional area is computed as

A = n · πD
2
i

4
, with n = 5 capillaries and an internal diameter Di = 5 of the capillary.

3.7.2 Uncertainty in Average Pressure Measurement

Pressure measurements were done using MKS Baratron® 722B absolute capacitance

manometers. According to the manufacturer’s datasheet, the accuracy of this sensor

is better than 0.5% of the reading for the relevant range. The average pressure over the

same 15 minutes, like in temperature, pressure is calculated as below.

p̄ =
1

N

N∑

i=1

pi (3.8)

The measurement uncertainty for average pressure includes both instrument and statis-

tical components in Eq (3.9).

up̄ =

√
√
√
√

(

σp√
N

)2

+ (0.5% · p̄)2 (3.9)

3.7.3 Filling Ratio Calculation Based on Mass Balance

The uncertainty in calculating the filling ratio arises from a combination of volume mea-

surement errors, sensor inaccuracies, thermodynamic property uncertainties, and statis-

tical deviations observed during the experiments. To clarify the derivation process, the

experimental setup was segmented into two distinct parts, as shown in Fig. 3.23 with the

supply section colored in orange,and the PHP section colored in blue.
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Figure 3.23: Segmentation of the system for filling ratio calculation with marked positions
of the sensors. Orange: Supply section volume with gas at ambient temperature, Blue:
Volume with gas and liquid inside of PHP.

The filling ratio, defined as the ratio of the liquid volume to the total PHP volume, is

not directly measured but inferred via mass balance based on pressure and temperature

readings. The gas mass displaced from the orange-marked supply section is assumed

to be equal to the gas mass that accumulates in the blue-marked PHP section, which

includes both the PHP itself and two segments of the filling line. This assumption forms

the basis for the conservation relation in Eq. (3.10) used in the analysis.

morangeBefore −morangeAfter = mblue (3.10)

The mass on the blue side is assumed to distribute between three regions:

1. Gas phase inside the PHP: assumed at condenser temperature Tcond, measured with

a Cernox® sensor. The mass of this region is given by:

mPHPg = ρg(Tcond) · (VPHP − Vliquid) (3.11)

2. Filling tube inside the cryostat: this segment spans a linear temperature gradient

from Tcond to ambient temperature Tbuffer. The gas mass is calculated via:

75



3.7. Error Analsyis

mblueCryo =
∫ Tbuffer

Tcond

ρ(T )
dV

dT
dT (3.12)

For uncertainty estimation, the density is approximated using the average temper-

ature over the interval:

ρblueCryo ≈ ρ
(
Tcond + Tbuffer

2

)

3. Filling tube outside the cryostat: assumed isothermal at averaged ambient temper-

ature Tbuffer, with gas mass:

mblueOut = ρ(Tbuffer) · VblueOut (3.13)

On the supply side, the change in gas mass due to the pressure drop in the buffer is

expressed by:

∆m = ρ(T0, p0) · Vorange − ρ(T ′, p′) · Vorange (3.14)

Combining Eqs. (3.10)–(3.14), the mass balance becomes:

ρ(T0, p0)Vorange − ρ(T ′, p′)Vorange = VblueOut · ρ(T ′) + VblueCryo · ρblueCryo

+ Vliquid · ρl + (VPHP − Vliquid) · ρg (3.15)

Rearranging the above to isolate Vliquid, and substituting FR =
Vliquid

VPHP
, yields the final

expression for the filling ratio:

FR =
ρ(T0, p0)Vorange − ρ(T ′, p′)Vorange − VblueOut · ρ(T ′) − VblueCryo · ρblueCryo − VPHP · ρg

VPHP · (ρl − ρg)
(3.16)

Uncertainty Estimation for Geometrically Determined Volumes

The internal volumes of the experimental setup, which include capillaries, filling lines, and

buffer tanks, were estimated assuming ideal cylindrical geometry. The general formula

for volume inside of capillary is:
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V =
π

4
D2
iL (3.17)

The corresponding uncertainty in volume, denoted as uV , is computed via Gaussian error

propagation under the assumption that the uncertainties in internal diameter Di and

length L are independent:

uV =

√
√
√
√

(

∂V

∂Di

uD

)2

+

(

∂V

∂L
uL

)2

=

√
(
π

2
DiL · uD

)2

+
(
π

4
D2
i · uL

)2

(3.18)

The length uncertainty uL is determined by the usage of a ruler with ∆L of a millimeter.

That means uncertainty came from ruler scale and is expressed by Eq. (3.19).

uL =
∆L√

3
(3.19)

with ∆L = 1 mm. For the inner diameter uncertainty uD, a tolerance of 0.01 mm

was considered, based on manufacturer data (Interalloy AG (172)). Accordingly, the

uncertainty in the volume of a capillary becomes:

ucapillary =

√
√
√
√

(

π · Di

2
· L · uDi

)2

+

(

π · D
2
i

4
· uL

)2

(3.20)

A relative uncertainty of 5% is assumed due to manufacturing tolerances and the lack of

precise internal dimensional data.

The internal volume of the buffer tank with relative uncertainty of 5% provided by the

manufacturer (Swagelok®) is therefore taken as:

Vbuffer = 2.25 ± 5% L (3.21)

Each valve contributes an internal volume, taken from CAD models from the Swagelok®

catalog of:

Vvalve = 8.168 × 10−7 m3 (3.22)

Although not propagated in the uncertainty analysis due to its minor contribution, valve
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3.7. Error Analsyis

volume is included in the total side volumes:

Vblue = VPHP + VTPS + Vvalve (3.23)

Vorange = Vbuffer + VTBS + 3.5Vvalve (3.24)

Consequently, the uncertainty of Vorange is provided in Eq. (3.25).

uVorange
=
√

u2
Vbuffer

+ u2
VTBS

(3.25)

Complete uncertainties table of each of the volume in the experiment is provided in

Tab. 3.1.

Table 3.1: Volumes and associated uncertainties for PHP components

Volume Component Symbol Volume, m3 Uncertainty, m3

PHP 1.3 mm VPHP, 1.3 mm 2.62 × 10−6 4.04 × 10−8

PHP 1.7 mm VPHP, 1.7 mm 4.49 × 10−6 5.28 × 10−8

Tubes Buffer Side VTBS 5.84 × 10−7 6.12 × 10−9

Tubes PHP Side VTPS 2.22 × 10−6 2.23 × 10−8

Buffer Tank Vbuffer 2.25 × 10−3 1.125 × 10−4

Single Valve Vvalve 8.17 × 10−8 —

Uncertainty in Density and Mass Estimation

The fluid density is determined based on pressure and temperature measurements, using

the REFPROP database (59) for thermophysical property evaluation. The gas pressure

inside the buffer tank is measured using a WIKA® absolute pressure transducer and 3 bars

were assumed as starting pressure, while the corresponding buffer temperature is recorded

with an Omega® Pt100. In this calculation, maximal temperature change is assumed as

0.5 K starting from 293.15 K. At the condenser side, temperature is monitored using a

Cernox® sensor mounted on PHPs plate. The total uncertainty in density arises from two

main sources: sensor accuracy and the uncertainty of REFPROP (59) database described

in (148) as 0.1%. For this analysis, the following terms are used to compute the total

uncertainty in density:
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up =

(

∂ρ

∂p
· p0 + p′

2

)

· uWIKA (3.26)

upREFPROP
=

(

∂ρ

∂p
· p0 + p′

2

)

· uREFPROP (3.27)

uTPt100
=
∂ρ

∂T
· uPt100 (3.28)

uTPt100-REFPROP
=
∂ρ

∂T
· T0 + T ′

2
· uREFPROP (3.29)

uTCernox
=
∂ρ

∂T
· uCernox (3.30)

uTCernox-REFPROP
=
∂ρ

∂T
· T0 + T ′

2
· uREFPROP (3.31)

Each of the above terms is added quadratically in the total uncertainty sum for ρ(T, p).

The values of ∂ρ
∂T

and ∂ρ
∂p

are computed from REFPROP (59) using differential values

from the state after filling of the PHPs (T ′, p′).

uρ =
√

u2
p + u2

pREFPROP
+ u2

TPt100
+ u2

TPt100-REFPROP
+ u2

TCernox
+ u2

TCernox-REFPROP
(3.32)

Based on the above computation, density uncertainty (3.32) might be extended by vol-

ume (3.25) to total mass uncertainty in Eq. (3.33).

u∆m =
√

(uρ · Vorange)2 + (uVorange
· ∆ρ)2 (3.33)

By simplifying and merging components in Eq. (3.16), the filling ratio is defined by

Eq. (3.34).

FR =
∆m
VPHP

− ρg

ρl − ρg
(3.34)

To complete the uncertainty propagation in Eq. (3.34), the remaining missing components

are the uncertainties of the liquid and vapor densities, ρl and ρg. These densities are

obtained from the REFPROP (59) as a function of the temperature measured with a
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3.7. Error Analsyis

Cernox® sensor located on the PHP surface. Therefore, their uncertainty arises from the

temperature measurement uncertainty and the inherent sensitivity of the REFPROP (59)

temperature–density relation. For the liquid phase, the density uncertainty is computed

as:

uρl-Cernox
=

∆ρl

∆T
· uCernox (3.35)

uρl-REFPROP
=

∆ρl

∆T
·
(

TPHP +
uCernox

2

)

· uREFPROP (3.36)

uρl
=
√

u2
ρl-Cernox

+ u2
ρl-REFPROP

(3.37)

And for the vapor phase:

uρg-Cernox
=

∆ρg

∆T
· uCernox (3.38)

uρg-REFPROP
=

∆ρg

∆T
·
(

TPHP +
uCernox

2

)

· uREFPROP (3.39)

uρg
=
√

u2
ρg-Cernox

+ u2
ρg-REFPROP

(3.40)

The total uncertainty in FR is propagated by computing the partial derivatives with

respect to each variable:

∂FR

∂∆m
=

1

VPHP(ρl − ρg)
(3.41)

∂FR

∂VPHP

=
−∆m

V 2
PHP(ρl − ρg)

(3.42)

∂FR

∂ρl
=

−( ∆m
VPHP

− ρg)

(ρl − ρg)2
(3.43)

∂FR

∂ρg
=

∆m
VPHP

− ρl

(ρl − ρg)2
(3.44)
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Finally, these terms are then combined to the total uncertainty and computed as in

Eq. (3.45).

uFR =

√
√
√
√

(

∂FR

∂∆m
· u∆m

)2

+

(

∂FR

∂VPHP

· uVPHP

)2

+

(

∂FR

∂ρl
· uρl

)2

+

(

∂FR

∂ρg
· uρg

)2

(3.45)

The calculated values of the uncertainty of the filling ratio for different fluids and diam-

eters used are listed in Table 3.2.

Table 3.2: Differential uncertainty uFR (in ±%) for different fluids and diameters as a
function of filling ratio.

FR, %
Argon Nitrogen Neon

1.3 mm 1.7 mm 1.3 mm 1.7 mm 1.3 mm 1.7 mm

10 ±1.707 ±1.078 ±2.057 ±1.266 ±1.093 ±0.774

20 ±1.974 ±1.418 ±2.274 ±1.561 ±1.429 ±1.192

30 ±2.388 ±1.866 ±2.635 ±1.975 ±1.862 ±1.668

40 ±2.886 ±2.360 ±3.089 ±2.446 ±2.339 ±2.163

50 ±3.431 ±2.878 ±3.602 ±2.948 ±2.838 ±2.668

60 ±4.005 ±3.408 ±4.151 ±3.468 ±3.349 ±3.177

70 ±4.596 ±3.946 ±4.725 ±3.998 ±3.867 ±3.689

80 ±5.198 ±4.488 ±5.314 ±4.535 ±4.390 ±4.202

90 ±5.809 ±5.034 ±5.915 ±5.077 ±4.916 ±4.717

100 ±6.426 ±5.582 ±6.524 ±5.622 ±5.445 ±5.233

3.8 Data Acquisition system

The actual laboratory setup contains all components together with the DAQ used to

carry out the experiment, as shown in Fig. 3.24.
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3.8. Data Acquisition system

Figure 3.24: Experimental setup with all experimental components including DAQ,
pumping system and outside construction.

All sensor signals were recorded using LabVIEW® software. The system integrates

temperature, pressure and power measurement modules and continuously monitors and

records all experimental parameters. An example user interface used during the neon

measurements is shown in Fig. 3.25. The left column displays, from top to bottom, the

condenser temperatures, system pressure, heating power applied to the evaporator, and

the control heater power on the condenser side. The right column shows the evapora-

tor temperatures, the temperature of the feedthrough line, and the calculated thermal

resistance.

Figure 3.25: Example LabVIEW interface used during measurements with neon.
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3.9 Cooling Process and Temperature Regulation

To initiate the experiment, the setup must be cooled down. This requires establishing

vacuum conditions inside the cryostat. Lower residual pressure reduces parasitic heat

losses and increases the operational range of the cryocooler. In the case of this experiment,

it was pumped for at least 2 days. Before activating the temperature control system, the

thermal performance limits of the cryocooler were characterized. The available cooling

power decreases with increasing thermal load. To determine the behavior of the system,

cooling was first performed without any heater-induced load. The minimum temperatures

achievable under these conditions are used as reference limits. The cooling curves for both

cryocooler stages are presented in Fig. 3.26. The first stage is marked in red, the second

stage is marked in blue. The cooling rate of the first stage is lower due to the larger

thermal mass it is responsible for, including the radiation shield (Fig. 3.15) and the

thermal interface (Fig. 3.10). The second stage exhibits a faster temperature decrease

due to reduced thermal inertia and a smaller interface area (Fig. 3.11).

Figure 3.26: Cooling curves for the first and second stage of the cryocooler without fluid
inside the capillaries. Cryocooler control limits are indicated by colored rectangles. The
red curve corresponds to the first stage, the blue curve to the second.

A lower temperature is reached at the evaporator connected to the first stage compared
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to the condenser. This results from radiative heat transfer toward the evaporator surface,

despite the use of MLI designed to suppress this effect. In the second stage configuration

(Fig. 3.27), higher evaporator temperatures are observed due to the geometry of the

radiation shield, which receives heat from both directions. In contrast, the condenser on

the first stage is exposed only on one side and is positioned closer to the external heat

sink.

Figure 3.27: MLI applied to the second stage of the cryocooler to reduce radiative heat
transfer between the evaporator and the heat sink.

Temperature Regulation and Cryocooler Capacity

Temperature control is managed by the CTC100 cryogenic temperature controller. The

tuning process was initiated after the saturation temperature of each working fluid was

reached, followed by activation of the internal auto-tuning routine. The final control

parameters and the resulting cryocooler heat loads are summarized in the table below.

The controller tuning was performed using the middle sensor mounted on the condenser

and the heaters are located as in Fig. 3.21.
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The resulting proportional–integral coefficients are as follows:

• Argon: Kp = 79.75, Ki = 2.23

• Nitrogen: Kp = 111.4, Ki = 3.38

• Neon: Kp = 19.99, Ki = 1.43

The steady-state heat loads of the cryocooler were estimated over a 6-hour operation

period without any applied heating power on the evaporator. The reported uncertain-

ties combine the standard deviation of the data with the instrumental resolution of the

CTC100 controller, as specified in the user manual (173).

QAr [W] QN2
[W] QNe [W]

35.27 ± 0.15 29.68 ± 0.07 12.13 ± 0.05

Table 3.3: Cryocooler capacity for each working fluid ± total uncertainty based on the
controlling heater power.
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Chapter 4

Experimental Analysis Results

This chapter reports the results of the cryogenic pulsating heat pipes experiments con-

ducted with nitrogen, argon and neon as working fluids. The measurements were per-

formed on five-loop PHPs with internal diameters of 1.3 and 1.7 mm. For each fluid and

geometry, filling ratios between 10% and 90% were investigated with a 10% increment.

All datasets include quantified uncertainties and are structured to allow direct compari-

son with the numerical model developed in this work. The analysis focuses on the effect

of filling ratio, tube diameter and applied heat load on start-up, thermal resistance, ef-

fective thermal conductivity and pressure. Since experimental data on cryogenic PHPs,

particularly with argon and neon, remain scarce, the present results constitute multi-loop

datasets suitable for the validation of numerical simulations in this regime.

4.1 Experimental Results

Figures in this section summarize the PHP behavior across the tested fluids and diame-

ters. Actual filling ratios determined after each charging procedure are listed in Table 4.1.

deviations from the nominal targets arise mainly from ambient temperature fluctuations

and the finite resolution of the separation valve between the filling system and the internal

volume. In all plots of pressure and temperature, the real filling ratios are indicated, while

performance indicators (thermal resistance and effective conductivity) were evaluated us-

ing rounded values. The adopted maximum safe operating pressures were 3750 mbar for

nitrogen, 4000 mbar for argon and 4500 mbar for neon.
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Table 4.1: Target and actual filling ratios (%) for all fluids and diameters.

FR target [%]
N2 Ar Ne

1.3 mm 1.7 mm 1.3 mm 1.7 mm 1.3 mm 1.7 mm

10 10.39 10.07 9.89 9.94 10.18 10.07

20 19.87 20.07 20.13 19.99 20.13 20.05

30 29.94 29.97 30.10 30.01 29.97 30.07

40 40.27 40.00 39.86 40.00 40.16 40.05

50 50.16 50.01 50.14 50.46 50.10 50.10

60 59.97 60.08 60.29 60.00 60.07 63.37

70 70.03 70.16 69.93 70.35 70.17 70.03

80 80.13 80.12 80.20 79.89 80.01 79.98

90 90.04 90.15 90.06 90.05 90.07 90.02

4.1.1 Nitrogen

The experiment with nitrogen was carried out as part of the campaign. Next, repeata-

bility tests were performed to confirm the stability of the system and the reliability of

the filling procedure. After filling the PHP with the working fluid, the system was left

for at least one hour to allow the evaporator temperature to stabilize. This was neces-

sary because the fluid needs to cool down to a temperature close to that imposed by the

condenser plate. The system was subjected to gradually increasing heat loads, from 0 W

to 25 W, applied in regular time intervals of 1800 s for 0 W and 2700 s for the rest.

Internal Diameter of 1.3 mm

Figure 4.1 shows the temperature evolution of the evaporator and condenser over time

for a nitrogen-filled PHP with an internal diameter of 1.3 mm. Each curve corresponds

to a different filling ratio, ranging from 10% to 90%.
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Figure 4.1: Temperature evolution in a 1.3 mm diameter PHP filled with nitrogen, under
heat loads ranging from 0 to 25 W and filling ratios from 10% to 90%.

In the low heating power range (0–5 W), the system exhibits strong temperature insta-

bility. Large-amplitude, irregular oscillations indicate weak evaporation-condensation to

sustain two-phase circulation. At this stage, the evaporator reaches local dryout con-

ditions, which limits its ability to transfer heat. As a result, the delivered energy is

insufficient to sustain oscillations, as the pressure differences are too small. A transition

to a quasi-steady regime is observed at a power of about 7.5 W, where the curves flat-

ten and stabilize, indicating the onset of stable oscillations and improved heat transfer

performance. An exception is observed for the 10% filling ratio, where only 2.5 W was

sufficient to maintain stable oscillatory behavior. Above 10 W, a clear separation appears

between the temperature curves for different filling ratios. Configurations with fillings

below 50% maintain the lowest evaporator temperatures. The data suggest that, at low

heat loads (Q ≤ 10), low filling ratios below 30% perform more efficiently. Neverthe-

less, for both FR of 70 and 80%, the experiment was interrupted at 22.5–25 W due to

safety constraints. This safety limit entails a trade-off, while higher fill ratios generally

improve heat transfer performance at elevated heat inputs, for example, 30–50% start to

outperform 10-20% from 15 to 25 W, they also lead to increased operating pressures, thus
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reducing the safety margin and limiting the applicable power range. Additionally, for a

filling ratio of 70% at 10 W and 80% at 15 W, an improvement in performance was ob-

served compared to lower heat inputs. This may indicate a potential shift in the internal

flow structure toward an annular regime, as suggested in the findings of Khandekar (174).

However, this observation does not constitute a definitive evidence of the prevailing flow

pattern, but rather suggests a possible change in the dominant flow structure within the

PHP. A global dryout occurred at 10% filling at 10 W, evidenced by a rapid temperature

increase and a simultaneous pressure drop (Fig. 4.4). This phenomenon results from flow

stagnation and the loss of thermal connectivity between the condenser and the evapo-

rator. In practical terms, it implies that the liquid remains trapped in the condenser

under saturation pressure, with little or no return flow to the evaporator. Although this

cannot be directly observed in the present setup due to the absence of visualization. A

similar behavior associated with the onset of global dryout in nitrogen-based PHPs was

also reported in Barba et al. (32). In contrast, for 90% filling, initiating oscillations would

require exceeding the safety pressure, with peaks surpassing the acceptable limit. This

is characteristic of overfilled systems, where the excess liquid reduces the available vapor

volume and dampens the oscillation mechanism.To provide a quantitative assessment of

the thermal performance, Fig. 4.2 presents two key indicators, the thermal resistance

(Eq. (3.2)) and the effective thermal conductivity (Eq. (3.6)). Both parameters were

plotted as functions of heating power and were calculated based on the averaged steady-

state data from the last 15 minutes of measurements before the change in heat load. The

left panel shows a rapid decline in thermal resistance up to approximately 7.5 W, beyond

which the values tend to stabilize. This behavior corresponds to the transition from in-

complete or no start-up conditions at low heat loads to a stable oscillating regime, where

temperature fluctuations diminish and heat transfer becomes more efficient. Similar tran-

sient dynamics, often referred to as geyser pulsations, have been reported in visualization

studies of start-up processes for water-based PHPs (73). Configurations with filling ratios

of 20–40% achieve the lowest resistance, in the range of 0.6–0.65 K/W. In contrast, the

10% and 90% cases exhibit higher resistance across the heating power range, indicating

less favorable heat transfer characteristics. The right panel illustrates the evolution of

keff with increasing power. The effective thermal conductivity exceeds 30000 W/(m·K)

for filling ratios between 20% and 60%, with a maximum surpassing 35000 W/(m·K),

a performance superior to other five-loop nitrogen PHP configurations reported by Shi

et al.(175) and nearly twice as effective compared to the results of Natsume et al. (25).

Although the 70% and 80% filling cases also demonstrate high conductivity, their curves

are truncated due to experimental pressure limit. The distinct behavior observed for

the 10% case is attributable to local dryout or unstable flow regimes resulting from in-

sufficient liquid return to the evaporator. Similar tendencies were reported by Fumoto

and Ishii (176), who investigated a flat-plate PHP operating at ultra-low filling ratios of
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5-10%. In their study, stable and highly efficient heat transport was achieved without

dryout. The comparison suggests that in the present configuration, low filling ratios pro-

mote efficient operation at low heat loads but become increasingly prone to local dryout

and performance degradation as the heat input increases.

Figure 4.2: Averaged thermal resistance (left) and effective thermal conductivity (right)
of 1.3 mm nitrogen PHPs, calculated for each heat load and filling ratio over the final 15
minutes of each operating period.

The uncertainty of the measurements based on the previously described methodology in

Section 3.7 is shown in Fig. 4.3. Values of the statistical deviation were averaged from all

data for each filling ratio. For both parameters, the highest values of uncertainty were

observed for small heat loads.
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Figure 4.3: Uncertainty of the experimental thermal resistance (left) and effective thermal
conductivity (right) of 1.3 mm nitrogen PHP.

Figure 4.4 presents the evolution of pressure. A characteristic feature of the PHP op-

eration is the increase in pressure with the increasing filling ratio and evaporator heat

load. In contrast to temperature behavior, lower pressures at lower filling ratios do not

necessarily indicate better thermal performance. Instead, the pressure variations and

oscillations are directly linked to the temperature stability at the evaporator: the larger

the pressure oscillations, the more pronounced the temperature fluctuations. This trend

is particularly evident at 20% and 30% filling ratios. The observed relation between in-

creased oscillatory pressure amplitude and evaporator temperature aligns with findings

reported for circular-type 6-loop nitrogen PHPs in Wang et al. (177). For the cases of

70% at 10 W and 80% at 15 W, a clear change in flow behavior can be observed. In

these cases, the onset of pressure oscillations resulted in a noticeable temperature drop,

as shown in Fig. 4.1.
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Figure 4.4: Pressure evolution in a 1.3 mm diameter PHP filled with nitrogen, under heat
loads ranging from 0 to 25 W and filling ratios from 10% to 90%.

At 7.5–10 W the oscillations stabilize and the thermal resistance reaches its minimum,

while at higher inputs the oscillations grow in amplitude and irregularity and the per-

formance deteriorates. This evolution is consistent with a shear-driven transition. Zuber

(178) related the increase in vapor velocity to the onset of interfacial instability and dryout

once inertial forces overcome capillary stabilization. In pulsating heat pipes the corre-

sponding threshold appears as the Kelvin-Helmholtz wave growth at the liquid–vapor

interface when the interfacial shear exceeds the surface tension restoring force, as ana-

lyzed for PHP stability by Nikolayev et al. (179). Wave amplification promotes droplet

entrainment and progressive stripping of the wall film, which reduces the active area for

phase change and lowers the effective heat-transfer coefficient. Thome (180) showed that

controlled thin film boiling reaches a maximum heat transfer rate at a critical film thick-

ness and then declines as the film becomes too thin, which explains the deterioration

observed above about 10 W. The consistency with this mechanism is reinforced by stud-

ies of annular two-phase flow, where the conditions of best heat transfer coincide with

a continuously wetted but thin wall film. Hewitt and Hall-Taylor (181) reported that

stronger interfacial waves increase droplet entrainment and thin the residual film, estab-
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lishing a direct pathway from growing oscillations to loss of wetting. Zhang and Ding

(182) quantified how the measured wave characteristics control the interfacial momen-

tum exchange and provided criteria for the onset of film depletion, which align with the

degradation observed once the pressure and temperature oscillations intensify at higher

power. Higher FRs follow the complementary trend implied by this mechanism. A larger

FR helps to maintain a thicker wall film and delays shear-induced depletion at elevated

inputs, therefore, the heat-transfer performance improves as power rises. At the same

time, the added liquid mass increases hydraulic damping and the start-up threshold at

low power and the higher liquid content increases operating pressure. Consequently, in-

termediate fills between 30% and 60% provide the highest effective thermal conductivity

in the present measurements because they balance the stability of the film at higher in-

puts with acceptable starting and pressure levels, while very low fills near 10% become

prone to intermittent dryout as power increases and very high fills between 80% and 90%

encounter pressure limits with damped oscillations.

Internal Diameter of 1.7 mm

The temperature evolution of nitrogen-based PHPs with a capillary diameter of 1.7 mm

is presented in Fig. 4.5. Increasing the diameter relative to 1.3 mm reduces capillary

confinement because the pressure difference that stabilizes the meniscus scales inversely

with the radius of the tube. As a result, the flow becomes more inertia-dominated and the

ability to sustain thin liquid films along the wall decreases. At the same time, the larger

cross section accommodates a larger volume of working fluid, which increases the overall

heat transport capacity and allows operation at higher filling ratios without exceeding the

safety pressure threshold. Figure 4.5 shows the temperature profiles of the evaporator and

condenser. The operating temperatures are slightly lower compared to those observed for

the 1.3 mm diameter case in Fig. 4.1. For the larger diameter, none of the tested filling

ratios exceeded the safety pressure limit. Moreover, the operational range is extended, as

observed at the lowest filling ratio of 10%, stable operation is maintained up to 17.5 W,

compared to dryout occurring at 10 W for the 1.3 mm configuration. A full operational

range with distinct thermal stratification is again observed at 7.5 W, similar to the

1.3 mm case. It is evident that for filling ratios exceeding 60%, the temperatures increase

significantly compared to other filling levels. For intermediate filling ratios (20–50%)

under higher heat loads (> 20 W), the temperatures remain relatively close to each

other. The condenser temperature, similar to the 1.3 mm case, diverges only at specific

points of sudden pressure change (Fig. 4.8) and during startup. For low heat loads, such

pressure fluctuations have also been reported by Wang et al. (65). However, they are

typically not observed in PHP systems with limited capacity at the cryocooler stage and
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relatively high thermal inertia, such as the 1-meter-long PHP studied by Bruce et al. (23),

or in experiments involving nitrogen pool cooling (52; 51).

Figure 4.5: Temperature evolution in a 1.7 mm diameter PHP filled with nitrogen, under
heat loads ranging from 0 to 25 W and filling ratios from 10% to 90%.

Figure 4.6 presents a comparison between thermal resistance and effective thermal con-

ductivity. The lowest thermal resistances are observed for lower filling ratios, namely 10%

and 20%, particularly under low heat loads. For higher heat fluxes (> 20 W), the low-

est resistances occur for intermediate fillings between 20% and 50%. The performance

peak is achieved at the lowest filling ratio (10%) under a low thermal load of 7.5 W.

The observed trend of decreasing thermal resistance with increasing heat input for all

other filling ratios, except 20%, suggests that the cryocooler capacity limit significantly

constrains the characterization of performance at potentially higher loads. The thermal

resistance values for the 1.7 mm configuration fall below 0.5 K/W, which is lower than

those recorded for the smaller diameter. However, the effective thermal conductivity is

reduced, as expected from its geometric definition (Eq.(3.6)). While this parameter is

often used as a performance indicator, it does not reliably reflect the real heat transfer

capability at minimal temperature gradients like thermal resistance, which is more rel-

evant in thermal link applications. Similar limitations of this indicator were noted by
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Sagar et al. (51) and Shi (175), who showed that even with a similar range of thermal

resistances varied significantly due to differences in geometry, particularly the adiabatic

section length.

Figure 4.6: Averaged thermal resistance (left) and effective thermal conductivity (right)
of 1.7 mm nitrogen PHPs, calculated for each heat load and filling ratio over the final 15
minutes of each operating period.

The uncertainty of the measurements is shown in Fig. 4.7. The main contributor to the

larger error at low heat loads is the statistical uncertainty associated with strong temper-

ature fluctuations in the evaporator. At higher heat loads, the measurement uncertainty

is slightly greater compared to the 1.3 mm case, remaining relatively low due to a stable

evaporator temperature.
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Figure 4.7: Uncertainty of the experimental thermal resistance (left) and effective thermal
conductivity (right) of 1.7 mm nitrogen PHP.

The pressure evolution for the 1.7 mm nitrogen PHP is presented in Fig. 4.8. All cases,

except for FR=90%, remained below 3000 mbar, which is far from the safety limit.

Assuming structural integrity as a key safety criterion, larger diameters tend to offer in-

creased robustness against potential leakage or rupture, as shown by the lower operating

pressure ranges. As in the 1.3 mm case (Fig. 4.1- 4.4), pressure increases with the filling

ratio. However, within the 30–50% range, the trend is less pronounced. Repeatability was

assessed by rerunning at least half of the operating points and cases with questionable

behavior were repeated until consistent pressure and temperature ranges were obtained.

This agreement indicates that the pressure and temperature responses remain coherent

near the saturation line as long as localized partial dryouts do not occur, which appear

under higher heat loads together with altered internal flow structures. Similar behaviour

was reported by Li et al. (183; 184), who associated intensified pressure oscillations with

local dryout observed through high-speed visualization in nitrogen PHPs. Such behav-

ior is also observed here in FR=90% at 15–25 W and 80% at 20–25 W, or for 20% in

the 1.3 mm configuration within the 17.5–25 W range. In contrast, the phenomenon of

global dryout, identified by a rapid increase in the evaporator temperature, leads to a

sharp pressure drop inside the PHP as the evaporator and condenser regions decouple

thermally and the vapor space expands. This behaviour is consistent with the inter-

pretation proposed by Barba et al. (185), who reported that during dryout the system

pressure relaxes toward the saturation value corresponding to the liquid confined within

the condenser section.
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Figure 4.8: Pressure evolution in a 1.7 mm diameter PHP filled with nitrogen, under heat
loads ranging from 0 to 25 W and filling ratios from 10% to 90%.

4.1.2 Argon

The experiment with argon was carried out following the same methodology as in the

nitrogen-based analysis. To date, only limited experimental studies involving argon PHPs

exist, with the notable exception of the work by Barba et al. (186; 32). As with the ni-

trogen case, repeatability tests were performed to verify the results. The main difference,

apart from the condenser temperature, is the safety pressure limit, which was increased

to 4000 mbar for argon. The experimental range was also modified due to the specific

performance characteristics of the cryocooler, whose cooling power increases with the

operating temperature of the stage. The measurements were conducted using the same

time intervals: 1800 s for the zero-load and 2700 s for each heat load.

Internal Diameter of 1.3 mm

Figure 4.9 shows the temperature evolution of the condenser and evaporator for the

1.3 mm PHP filled with argon. The operating range for argon exceeds the cryocooler
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capacity, as evidenced by the increase in condenser temperature at 32.5 W. Dryout oc-

curred for the two lowest filling ratios: 10% at 10 W and 20% at 27.5 W. The experiment

was interrupted in cases where the safety pressure limit was exceeded for filling ratios be-

tween 70% and 90%, despite otherwise stable operation. In contrast to the nitrogen-filled

1.3 mm PHP, the argon case does not exhibit clear evaporator temperature drops during

the starting oscillatory behavior (e.g. for FR = 80% at 15 W and 70% at 10 W in the

nitrogen case (Fig. 4.1)), apart from those occurring after steady operation is reached at

heat loads above 7.5 W.

Figure 4.9: Temperature evolution in a 1.3 mm diameter PHP filled with argon, under
heat loads ranging from 0 to 32.5 W and filling ratios from 10% to 90%.

From 7.5 W upward, the PHP operates stably and the amplitude of temperature oscilla-

tions decreases with increasing filling ratio. At the lowest heat loads (7.5–12.5 W), the

20% filling shows the best performance. Between 17.5 W and 20 W, the temperature

responses converge for filling ratios in the range of 20–60%. Above 25 W, the 30% filling

exhibits the most effective thermal performance. A summary of the calculated values is

presented in Fig. 4.10 and the corresponding uncertainties are shown in Fig. 4.11. As in

the previous cases, the uncertainties are primarily associated with statistical variations,

particularly at lower heat loads. The error decreases progressively with increasing power
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and reaches a minimum around 25 W, where a balance is achieved between system sta-

bility, the amplitude of temperature oscillations and the growing influence of heat flux

uncertainty.

Figure 4.10: Averaged thermal resistance (left) and effective thermal conductivity (right)
of 1.3 mm argon PHPs, calculated for each heat load and filling ratio over the final 15
minutes of each operating period.

Figure 4.11: Uncertainty of the experimental thermal resistance (left) and effective ther-
mal conductivity (right) of 1.3 mm argon PHP.

The pressure evolution for the 1.3 mm argon PHP is presented in Fig. 4.12. The moments

when the safety pressure limit is exceeded for filling ratios of 70–90% are clearly visible in
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the plot. The dryout behavior in terms of pressure differs significantly between the 10%

and 20% cases. For 10%, dryout occurs after exceeding 12.5 W without any preceding

pressure fluctuations. As the filling ratio increases, more distinct pressure changes are ob-

served, particularly in the 30–50% range. Comparable pressure magnitudes are observed

for similar power ranges: 12–22.5 W in this case and 20–25 W for the 1.7 mm nitrogen

PHP (Figs. 4.5 and 4.8). In the nitrogen case, extending the experimental range was

limited by the cryocooler capacity. Here, beyond 25 W, the pressure profiles for fillings

between 30–60% begin to diverge significantly. The 80% (20–25 W) and 90% (10–12.5 W)

cases exhibit isolated pressure peaks. However, these are not reflected in the tempera-

ture profiles shown in Fig. 4.9, indicating that these brief local overheating events do not

result in observable thermal deviations and are suppressed by the high thermal inertia

of the evaporator plates. Notable deviations begin to appear when pressure elevation is

sustained for a longer duration, as observed in the broader pressure peak at 15 W for

FR=90%, where subtle undulations can be seen in the temperature sensor signals.

Figure 4.12: Pressure evolution in a 1.3 mm diameter PHP filled with argon, under heat
loads ranging from 0 to 32.5 W and filling ratios from 10% to 90%.
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Internal Diameter of 1.7 mm

The temperature evolution of argon-based PHPs with a capillary diameter of 1.7 mm

is presented in Fig. 4.13. The experimental range was the same as in previous cases,

covering heat loads from 0 to 32.5 W. Global dryout occurred only for the smallest filling

ratio of 10%. In contrast to the 1.3 mm case (Figs. 4.9–4.12), dryout did not occur at 20%

filling. A similar trend was observed for nitrogen: dryout shifted from the lowest filling

(10%) in the 1.3 mm configuration (Figs. 4.1–4.4) to a higher filling in the 1.7 mm case

(Figs. 4.5–4.8). Across the full operating range, the 20% filling exhibits the most favorable

heat transfer performance. At lower heat loads (up to 12.5 W), significant temperature

differences are observed between fillings from 20% to 70%. This trend changes beyond

approximately 17.5 W, where variations in filling between 40–70% have minimal impact

on PHP thermal behavior. This behavior is consistent with the smaller-diameter case

(Figs. 4.9–4.12), though in that case it occurs over a smaller filling range (30–60%). A

distinct deviation from the general trend is noted for the 20% filling at 7.5 W. Although

other configurations exhibit clear signs of stable and oscilatory heat transfer, this case

shows reduced performance due to temperature peaks despite demonstrating the highest

thermal efficiency at higher heat loads (>10 W). This behavior is not unique to argon,

as a similar response was identified in the 1.7 mm nitrogen case (Figs. 4.5), albeit with

more pronounced temperature fluctuations. In contrast, no such effect was observed for

either working fluid at 1.3 mm diameter. During the 0 W phase, evaporator temperatures

vary depending on ambient conditions, particularly the temperature of the compressor

and the cryocooler. On colder days, the evaporator temperature drops lower. Extreme

filling ratios tend to reach higher steady-state temperatures in the absence of heating,

which result from enhanced diffusive heat transport through the capillary due to the

larger liquid volume.
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Figure 4.13: Temperature evolution in a 1.7 mm diameter PHP filled with argon, under
heat loads ranging from 0 to 32.5 W and filling ratios from 10% to 90%.

Figure 4.14 presents a summary of thermal resistance and effective thermal conductivity

for the 1.7 mm argon PHP. For this enlarged diameter, a lower thermal resistance is

observed across all filling ratios compared to 1.3 mm. Thermal performance improves

with increasing heat load for all cases except FR = 10%, where dryout occurred. An

outlier appears at FR = 30%, where weak internal circulation and the absence of temper-

ature peaks were recorded even at low input. This behavior reflects the well-documented

fragility to initial conditions in PHPs, in which small differences in initial liquid distri-

bution, nucleation availability and prior oscillation state select different operating modes

under nominally identical set points, as shown experimentally by Song and Xu (187). To

limit this sensitivity, each power step was held until a stationary regime was reached and

only then were the last 15 minutes averaged, so the reported values correspond to a repro-

ducible operating branch.Compared with previous argon studies by Barba et al. (186; 32),

the present results indicate that layouts with a higher number of loops start-up sensitivity

and improve performance by providing several parallel circulation paths and, as a result

of 1 m length, a longer evaporation-condensation train that sustains phase exchange.

This interpretation agrees with established influences of turn number and overall length
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on activation and stability in PHPs described in the Mameli et al. review (188). The

corresponding measurement uncertainty for this configuration is presented in Fig. 4.15.

Figure 4.14: Averaged thermal resistance (left) and effective thermal conductivity (right)
of 1.7 mm argon PHPs, calculated for each heat load and filling ratio over the final 15
minutes of each operating period.

Figure 4.15: Uncertainty of the experimental thermal resistance (left) and effective ther-
mal conductivity (right) of 1.7 mm argon PHP.

Figure 4.16 presents the pressure evolution in the 1.7 mm argon PHP. As in the previous

configuration, pressure rise correlates with the filling ratio and remains below the upper

safety threshold of 3500 mbar. The highest pressures (approaching 3000 mbar) were
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recorded for the 70–90% filling cases, while the lowest values occurred for FR = 10–20%,

with pressure remaining below 1800 mbar even at peak heat loads. An atypical behavior is

observed for the 90% filling, where pressure does not consistently increase with the applied

heat load. A distinct transition from a regime of low-amplitude pressure oscillations to a

more pronounced oscillatory mode is visible between 15 and 20 W. Notably, the 90% case

shows the largest pressure fluctuations, with amplitudes exceeding 100 mbar, while mid-

range fillings (30–60%) remain relatively stable, with variations confined below 50 mbar.

In cases where short pressure spikes (lasting less than a minute) occur, a corresponding

temperature drop is observed—suggesting enhanced internal circulation induced by these

transient events. This behavior contrasts with the case at 20% filling, where a transition

to sustained oscillations of approximately 50 mbar amplitude correlates with an increase

in the steady-state temperature, indicating a distinct thermal regime. Another unusual

feature is the presence of pressure drops rather than peaks. In earlier cases, such pressure

decreases were typically associated with global dryout. Here, due to the combination of

low filling ratio and relatively high heat load, these downward pressure spikes presents

for FR = 20 % in between 20 and 25 W are likely indicative of a pre-dryout state rather

than complete flow cessation. Overall, the pressure behavior in the 1.7 mm argon PHP

suggests a complex interplay between filling ratio and heat input. While higher filling

ratios (≥70%) lead to elevated steady-state pressures, they do not necessarily result

in thermal performance deterioration—unless sustained peaks are observed. Mid-range

filling ratios (30–60%) exhibit the onset of oscillatory pressure behavior at lower heat

inputs (10–15 W), indicative of early activation of the PHP circulation. Compared to

the 1.3 mm configuration, the 1.7 mm PHP exhibits a broader operational working heat

with reduced susceptibility to abrupt dryout and smoother pressure evolution across most

fillings.
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Figure 4.16: Pressure evolution in a 1.7 mm diameter PHP filled with argon, under heat
loads ranging from 0 to 32.5 W and filling ratios from 10% to 90%.

4.1.3 Neon

The experiments with neon were carried out on the second stage of the cryocooler, which

required replacement of the thermal interface. In contrast to the previous measurements,

the temperature of the feeding tube was also monitored. In this case, each measurement

was initiated only after the feeding tube temperature reached a steady state. This pro-

cedure involved operating the PHP for approximately one hour after the initially stable

temperature had been reached. Once the PHP was switched off and a new steady state

was established (after about another hour), the measurement sequences were started.

Based on previous experience, the safety pressure limit was set to 4500 mbar.

Internal Diameter of 1.3 mm

Figure 4.17 presents the time evolution of evaporator temperatures for a 1.3 mm diameter

PHP filled with neon, subjected to heat loads ranging from 0 to 10 W and FR between
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10% and 90%. The first prominent observation is the high evaporator temperature for

the case with FR = 90%. On the second cryocooler stage the condenser temperature is

fixed by the cold head and the available cooling power is limited, so when transport is

insufficient the evaporator stabilizes at a higher temperature than the condenser, unlike on

the first stage (argon and nitrogen). A similar effect of elevated evaporator temperature

at higher filling ratios, even in the absence of applied heating power, has been reported

by Dixit et al. (33). The PHP begins to operate in a reasonably stable manner starting

from 2 W of heating power. For low heat loads (2–5 W), a clear trend is observed: the

higher the filling ratio, the higher the evaporator temperature. At 6 W, however, the

lowest evaporator temperature occurs for FR = 20%, which most likely results from a

transition of the flow regime into a locally partially dry structureas reported by Li et

al. (183; 184), who demonstrated that decreasing FR promotes annular flow structures

at the expense of dry spots that degrade thermal performance. Maximum evaporator

temperatures reached up to 35.5 K, limited by the safety pressure threshold. The PHP

operated for all filling ratios up to 9 W, with dryout observed at FR = 10% under 9 W.

With increasing heat load, oscillations and temperature peaks diminished, indicating

more stable thermal behaviour.

Figure 4.17: Temperature evolution in a 1.3 mm diameter PHP filled with neon, under
heat loads ranging from 0 to 10 W and filling ratios from 10% to 90%.
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Figure 4.18 summarizes the thermal performance results. The thermal resistance is sig-

nificantly higher than for nitrogen or argon, exceeding 0.8 K/W. Once the heating power

surpasses 3 W, the thermal resistance decreases for all cases except FR = 10%, where

dryout occurs. A general tendency can be noted: lower filling ratios lead to lower thermal

resistance, but at the expense of reduced heat capacity. For the given cryocooler capac-

ity, operation across the full power range is possible provided that the safety pressure

remains at 4.5 bar. In the range of 2–6 W, the thermal resistance decreases more steeply

than in the 6–9 W interval, suggesting a possible transition to a different flow regime, as

temperature plots in the latter range no longer exhibit strong oscillations. Nevertheless,

the thermal performance remains considerably lower than in the setup reported by Dixit

et al. (33), where resistances as low as 0.2 K/W were achieved. Their system, however,

was approximately twice as large. Results for PHPs of similar dimensions and number

of loops, such as those of Liang et al. (41; 42) or Natsume and Mito et al. (189; 24),

are in closer agreement. It should also be noted that in those studies the effective ther-

mal conductivity was calculated using a different formulation, based on the condenser

length rather than the total PHP length, which led to significantly overestimated values

of effective thermal conductivity.

Figure 4.18: Averaged thermal resistance (left) and effective thermal conductivity (right)
of 1.3 mm neon PHPs, calculated for each heat load and filling ratio over the final 15
minutes of each operating period.

Figure 4.19 presents the measurement uncertainties. With increasing heat load, temper-

ature oscillations diminished, which led to a reduction in statistical uncertainty despite

the higher applied power. An exception occurred at 8 W, where stronger fluctuations

in temperature increased the statistical uncertainty. The case with FR = 90%, which
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showed the weakest stability, was therefore excluded from the analysis.

Figure 4.19: Uncertainty of the experimental thermal resistance (left) and effective ther-
mal conductivity (right) of 1.3 mm neon PHP.

Figure 4.20 presents the evolution of the operating pressure in a 1.3 mm diameter PHP

filled with neon, for FR ranging from 10% to 90% and heat loads from 0 to 10 W. Similar

to the temperature behavior described earlier, a clear tendency is observed: higher FR

values correspond to higher operating pressures, which in turn lead to higher working

temperatures. The largest discrepancy in pressure occurs between FR = 10% and FR =

20%, where a distinct step change in pressure levels is visible. For FR = 10%, dryout is

observed upon reaching 10 W, manifested by a pressure drop, analogous to the behavior

reported for nitrogen (Fig. 4.4, Fig. 4.8) and argon (Fig. 4.12). Flow regime transitions

are also evident in this dataset. For example, at FR = 70%, the transition between 3 W

and 5 W is marked by a progressive damping of pressure oscillations until they nearly

vanish. A similar phenomenon occurs between 4 W and 5 W for FR = 60%. Such regime

changes resemble the behaviour observed for nitrogen in the 1.7 mm PHP (Fig. 4.8),

where low heat loads are characterised by oscillatory pressure signals that subsequently

stabilise into damped oscillations. Only beyond a certain heat flux threshold do renewed

oscillations appear. In the case of neon, however, the operating range is too narrow to

capture such re-emergence of oscillations. For FR = 10%, oscillations do not increase

with applied power and only collapse upon the onset of dryout. Conversely, at very high

filling ratios (above 80%), pressure characteristics are consistent with the observations of

Dixit et al. (33), where high FR values led to elevated operating pressures and reduced

oscillatory dynamics. The curves for intermediate filling ratios (30–50%) largely overlap,

indicating that the liquid inventory in this range is sufficient to maintain a stable flow
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structure. Despite differences in liquid quantity, the flow regimes established at these FR

values exhibit similar pressure characteristics.

Figure 4.20: Pressure evolution in a 1.3 mm diameter PHP filled with neon, under heat
loads ranging from 0 to 10 W and filling ratios from 10% to 90%.

Internal Diameter of 1.7 mm

Figures 4.21–4.24 present the results obtained for neon with an internal diameter of 1.7

mm. The experiments were performed well above the Bond criterion, with a value of

7.09 calculated for a condenser temperature of 27.1 K. Owing to the larger diameter, the

safety pressure of 4500 mbar enabled measurements up to the performance limit of the

cryocooler, slightly below 12 W. This represents one of the few cases where the limitation

was not the safety pressure but the cooling capacity of the cryocooler, particularly for

filling ratios of 10 and 20%. The effect was accompanied by a rise and subsequent stabi-

lization of the condenser temperature, consistent with the increase in cryocooler efficiency

at higher operating temperatures. Differences between filling ratios became increasingly

pronounced as the applied heat load increased. The amplitude of thermal oscillations

decreased with higher input power. The largest fluctuations occurred at 1–3 W, whereas
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at higher loads the system evolved toward a more stable regime. This trend was ob-

served consistently for both low filling ratios (10–20%) and high filling ratios (70–90%).

Two distinct groups of behavior can be identified. At low filling ratios (10–20%) and

at high filling ratios (70–90%), the evaporator exhibited smaller temperature oscillation

amplitudes compared to the intermediate range (30–60%). Nevertheless, a general trend

is evident across all cases that the average evaporator temperature rises with increas-

ing filling ratio. The lowest temperatures were obtained at 10%, while higher filling

ratios systematically shifted the operating point toward elevated temperature levels. The

condenser temperature remained nearly constant up to the maximum tested load, with a

noticeable increase only in the final stage of the experiment, when the cryocooler capacity

was reached.

Figure 4.21: Temperature evolution in a 1.7 mm diameter PHP filled with neon, under
heat loads ranging from 0 to 12 W and filling ratios from 10% to 90%.

Figure 4.22 summarizes the thermal resistance and effective thermal conductivity for the

case of neon with an internal diameter of 1.7 mm. As in the previous analyses, the ther-

mal resistance decreases with increasing heat load and no dry-out condition was observed.

The largest reduction in thermal resistance occurs at low heat inputs, which corresponds

to the onset of oscillations and the transition into the pulsating operation mode. In terms
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of thermal performance, the 1.7 mm PHP consistently outperforms the 1.3 mm configu-

ration, for which the Bond number calculated at the condenser temperature equals 4.14.

Based on the conventional guidelines, such a trend is expected. However, in cryogenic

conditions, the applicability of the Bond criterion becomes increasingly questionable, as

also demonstrated in the study of Dixit et al. (34). The achieved performance is still far

from the high-conductivity PHPs reported by Dixit et al. (33). Nevertheless, for PHPs

of comparable dimensions, the present configuration shows lower thermal resistance than

in other studies (41; 42; 189; 24). The associated uncertainties are presented in Fig. 4.23.

These results indicate that the effective thermal conductivity of neon PHPs increases

significantly with the number of loops. In this case, the dominant contribution to the

uncertainty originates from statistical effects, since despite the increase in applied heat

load, the main influence arises from the amplitude of temperature oscillations.

Figure 4.22: Averaged thermal resistance (left) and effective thermal conductivity (right)
of 1.7 mm neon PHPs, calculated for each heat load and filling ratio over the final 15
minutes of each operating period.

111



4.1. Experimental Results

Figure 4.23: Uncertainty of the experimental thermal resistance (left) and effective ther-
mal conductivity (right) of 1.7 mm neon PHP.

Figure 4.24 shows the pressure evolution over time for the PHP with an inner diameter

of Di = 1.7 mm filled with neon. In all cases, the average pressure increases monoton-

ically with the applied heating power, which reflects the rise of the saturation pressure,

independent of the changing flow characteristics and oscillation amplitude. The curves

corresponding to filling ratios of 30–50% are the closest to each other, while the extreme

cases (10% and 90%) show more pronounced deviations. In this test, a particularly in-

teresting observation is that the increase in average pressure does not correlate directly

with the increase in filling ratio. Distinct flow regime transitions are evident: at low heat

loads (1–3 W) the pressure profiles exhibit strong oscillations, which is consistent with

the previous tests, which then become significantly smoothed at higher heating powers. A

similar effect is observed for filling ratios of 70–80%, where the pressure profile gradually

stabilizes with increasing heat input. These smoothed profiles tend to exhibit smaller

oscillation amplitudes compared to the lower filling ratio cases, especially in the range

of 30–60%. Such behavior is not typical for standard PHP operation and most often

occurs in cases with a high Bond number, where capillary forces are less dominant factor

governing the flow dynamics. A similar phenomenon was reported by Dixit et al. (34)

for helium PHPs, where the average pressure did not increase with higher filling ratios

due to a change in the flow regime. For neon, the current state of the literature does not

provide other examples of PHPs investigated in such detail.
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Figure 4.24: Pressure evolution in a 1.7 mm diameter PHP filled with neon, under heat
loads ranging from 0 to 12 W and filling ratios from 10% to 90%.

4.2 Summary of Experiment and Parametric Analy-

sis

Figure 4.25 compiles, for each heat input Q, the minimum thermal resistance obtained

across filling ratios ranging from 10% to 90%. The color of each marker identifies which

filling ratio gives the lowest value at that Q. When a point is rendered with two colors, it

indicates that two filling ratios have achieved a minimum that is close to the same value,

enhancing the readability of the chart. The curves show that the 1.7 mm PHPs maintain

lower thermal resistance than the 1.3 mm PHPs over the entire range and the difference

is on the order of a few tenths of K/W, except for Argon 1.7 mm at 7.5 W where heat

was insufficient to maintain stable operation. Argon and nitrogen form the lowest band,

with minima approaching about 0.5 K/W at the upper end of their heat loads. Neon

remains at higher levels above about 0.75 K/W and its operating range is narrower. The

narrower temperature range for neon originates from the steeper saturation curve. The

pronounced drop in performance at the maximum heat load for Ne 1.7 mm makes it clear
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that, because the fluids operate over different temperature–pressure ranges, a direct cross-

fluid performance ranking is not meaningful and that only trends and diameter effects

can be inferred. This cannot be concluded without interpretation through thermophysical

properties and dimensionless indicators, which will be introduced next. Local peaks of

the best thermal resistance for the given FR and Q are particularly visible for neon; for

example, between 5–6 W for the 1.3 mm or 11–12 W for the 1.7 mm, they indicate a

decreasing performance of low filling ratios as the applied heat increases. Based on the

available knowledge of flow regime transitions, after a peak, the lowest thermal resistance

is reached for a given filling ratio, the incidence of localized liquid-film dryout increases,

and thermal performance shifts in favor of higher filling ratios. This is consistent with

the regime maps proposed by Khandekar (6), Saha et al. (120) and has been shown

statistically with cryo-PHP by Li et al. (183). Near-linear decreases in thermal resistance

are observed for Neon at 1.3 mm and 6 to 9 W, for Argon at 27.5 to 32.5 W for both

diameters and for Nitrogen at 1.3 mm and 17.5 to 25 W. This behavior indicates a

velocity-driven enhancement or an annular-type shift consistent with the flow-boiling

characteristics described in the review of Thome (180) within the same filling ratio.

Meanwhile, the rise of thermal resistance between 4 and 5 W for neon 1.7 mm and a

rise between 5 and 6 W at 1.3 mm and then a consistent decrease, may further suggest a

transition from Taylor-bubble slug/plug structures toward churn and annular-like flow, as

observed in the microchannel regime evolution by Harirchian and Garimella (190) and by

Triplett et al. (191), with a statistical thermo-visual study of cryogenic PHP reported by

Li et al. (183) supporting such an interpretation. A potential explanation is that, in churn

flow, which being more chaotic and therefore exhibits horizontal velocity components, the

wall liquid film is prone to rupture, which disturbs highly efficient liquid film heat transfer.

This phenomenon also occurs for argon at 1.3 mm in the range of 15 to 22.5 W for a

filling ratio of 40%. After reaching maximum performance at a low filling ratio, as with

neon at 1.3 mm at 5 W or at 1.7 mm at 10 W, higher fillings become the most efficient.

Similar behavior was reported by Iwata and Bozzoli (192), who, using an infrared camera,

attributed the low-FR limit to evaporator-side localized dryout and superheated vapor,

which reduce latent heat transfer and shift the process toward a sensible-heat-limited

regime. For argon, the optimal filling ratio shifts from about 10% to 20% at low Q to

about 30% to 50% as Q increases. For nitrogen, the optimum lies mainly between 20%

and 30%. For neon, the best points remain at or below 30%. No optimal filling ratio

appears above 50% because a high filling ratio increases viscous dissipation due to the

higher viscosity of the liquid and reduces the relative contribution of capillarity from the

interfacial area to the internal forces from higher content of mass, which weakens the

oscillatory driving. A very low filling ratio of around 10% facilitates startup at small Q,

but it becomes prone to drying out as Q grows and stable operation at this level has been

confirmed only for neon. Lower heat-transport capacity for neon arises from the smaller
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volumetric latent heat content for a given closed capillary volume compared to argon and

nitrogen.

Figure 4.25: Summary of the experiments in terms of thermal resistance versus heat
input for the tested fluids, diameters and filling ratios. The color on the right-hand side
indicates the most efficient filling ratio for a given heat load. For each Q, the minimum
Rth was selected from filling ratios in the range 10–90%.

To generalize the findings from Figure 4.25 and provide deeper physical insights into

the controlling mechanisms, the data are re-evaluated within a dimensionless framework.

The dimensionless number and thermophysical properties presented are calculated using

the REFPROP database (148). All properties are evaluated at the average operating

temperature, defined as Tavg = (Te + Tc)/2, which is taken as an average value from the

last 15 min of each measurement and assumed to be under saturation conditions. The

common legend for the analysis in Figures 4.26–4.30 is detailed in Table 4.2.

115



4.2. Summary of Experiment and Parametric Analysis

Table 4.2: Legend for Figures 4.26, 4.27, 4.28, 4.29 and 4.30; arrows denote the change
of Xi in response to an increase of heat input ∆Q for different working fluids and inner
diameters Di at FR = 50%.

Fluid Di [mm] ∆T [K] ∆Q [W] Marker Line

Ar 1.3 16.9 7.5 → 22.5 •
Ar 1.7 14.5 7.5 → 22.5 ×
N2 1.3 12.6 7.5 → 22.5 •
N2 1.7 10.5 7.5 → 22.5 ×
Ne 1.3 6.6 3 → 9 •
Ne 1.7 6.9 3 → 9 ×

Legend: • and a solid line denote Di = 1.3 mm; × and a dashed line denote Di = 1.7 mm. Additionally,
marker opacity corresponds to the filling ratio (FR), where higher opacity (darker markers) indicates a

higher FR

The analysis begins with the Bond number (Bo), an indicator of the gravity–capillarity

balance that is widely used in PHP studies. In PHPs, it reflects the competition between

body-force effects under g and capillarity, which maintains slug–plug flow. A commonly

cited value, Bo ≈ 4, is often taken as an upper geometric limit beyond which gravitational

effects dominate and oscillations are suppressed, as previously detailed in Section 1.3.7.

Figure 4.26 shows the thermal resistance reorganized along this axis. Argon and nitrogen

fall into the low-Bo range, where capillary forces remain sufficient to sustain thin films.

The vertical reference lines, calculated at a common initial pressure of 1 bar, separate the

two diameters and confirm that the Di = 1.7 mm shifts to higher Bo due to the square of

the diameter dependence while still achieving lower resistance because capillary–inertial

balances remain favorable within the tested window. Neon forms a distinct band at

higher Bo. Even though it exceeds the conventional Bo ≈ 4 value for each diameter,

stable oscillatory operation is observed, and R decreases with heating until the pressure

limit is reached. This behavior results from simultaneous reductions in surface tension

and density differences of the phases along the accessible saturation range, which increase

Bo without decreasing the evaporation–condensation intensity. The arrows in Fig. 4.26,

defined in Table 4.2, trace the response to increasing heat load at FR = 50%. For

argon and nitrogen, the operating point shifts gently toward larger Bo as Tevap increases,

following the monotonic decrease in σ(T ). For neon, the drift is steeper because both σ

and ∆ρ vary more strongly with temperature. However, its predictive possibilities are

limited when the amplitude and curvature of the directions depend on temperature and

the shape of the saturation curve.
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Figure 4.26: Thermal resistance R versus Bond number Bo. Arrows show trajectories
with increasing Q at FR = 50%, legend in Table 4.2.

To relate the driving potential to the measured resistance, Fig. 4.27 plots the slope of

the saturation curve, dp/dT |sat, against R. This derivative is the pressure rise per unit

temperature difference. Neon occupies the highest range, exceeding 4×104 Pa K−1, while

argon and nitrogen lie below 3 × 104 Pa K−1. Despite the stronger driving potential,

neon exhibits the largest R. The reason is operational: a large dp/dT |sat causes pressure

to climb rapidly, even for small ∆T . Argon and nitrogen, with lower dp/dT |sat, can

sustain larger ∆T and thus higher heat transfer potential. The arrows in Fig. 4.27 show

that at FR = 50% increasing Q increases dp/dT |sat and reduces R until the pressure or

cryocooler capacity limit is approached.
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Figure 4.27: Thermal resistance R versus dp/dT |sat. Arrows show trajectories with
increasing Q at FR = 50%; legend in Table 4.2.

The role of viscous damping is examined using the Ohnesorge number Oh = µ√
ρ σDi

, which

characterizes the relative contribution of liquid viscosity to inertial and capillary effects.

Figure 4.28 plot R against Oh. A direct global interpretation is misleading: neon has the

highest thermal resistance yet operates at the lowest Oh (primarily Oh < 1.35 × 10−3),

whereas argon and nitrogen reach lower R at higher Oh values of up to 1.65×103. This in-

verts the simple expectation that higher damping should correlate with higher resistance.

The relevant physics are visible locally: as Q increases, temperature rises, the liquid vis-

cosity µℓ drops more rapidly than
√
ρl σ, so Oh decreases (left-pointing arrows) while R

decreases (downward arrows). Reduced relative viscous damping facilitates stronger os-

cillations and film renewal, as described by Tessier-Poirier et al. (193), lowering R. Thus

Oh acts as a local indicator of hydrodynamic damping, not as a global predictor across

fluids. Neon performs poorly not because its viscous damping is high, but because its

accessible operating window is reduced by its high dp/dT |satv in Fig. 4.27, preventing

access to the high-Q, low-R regime.
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Figure 4.28: Thermal resistance R versus Ohnesorge number Oh. Arrows show trajecto-
ries with increasing Q at FR = 50%; legend in Table 4.2.

The thermal efficiency of the phase-change cycle is evaluated using the Jacob number

Ja = cp (Tevap−Tcond)
hlv

in Fig. 4.29, which represents the ratio of sensible heat absorbed by

the liquid to the latent heat of vaporization. A low Ja is, in principle, favorable, as it

implies that a larger fraction of heat input is converted into latent heat for driving the

flow (194). Here Ja ranges of argon, nitrogen and neon partly overlap, so Ja alone does

not determine the relative performance of different fluids. Argon and nitrogen cluster

mainly at Ja < 0.12 and achieve the lowest R, whereas neon extends to higher Ja (up

to 0.25) and generally exhibits higher R. Thus, Fig. 4.29 indicates that a larger Ja

can be a contributing penalty, but it does not, by itself, explain why R remains highest

for neon. The offset likely reflects the combined property set, such as latent heat per

unit volume, rather than Ja alone. Locally (arrows at FR = 50%), R decreases as Ja

increases. This does not contradict the global finding and shows that the performance

gains from operating at higher temperatures simultaneously increase dp/dT |sat (Fig. 4.27)

and decrease Oh (Fig. 4.28), dominating the thermodynamic penalty of rising Ja.
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Figure 4.29: Thermal resistance R versus Jacob number Ja. Arrows show trajectories
with increasing Q at FR = 50%; legend in Table 4.2.

The final analysis in Figure 4.30 organizes the data by fundamental properties. The left

panel plots the latent heat hlv and the right panel plots the surface tension σ. The hlv

plot shows a clear global relation in which thermal resistance R decreases with increasing

latent heat. Argon (hlv ≈ 1.8–2.0 × 105 J kg−1) and nitrogen (≈ 1.5 × 105 J kg−1) achieve

low R. Neon (≈ 0.8 × 105 J kg−1) remains in the high R ≳ 0.85 K W−1 range. This

confirms the conclusion from the Jacob-number analysis: hlv is a primary indicator of

baseline performance and sets the energy transport capacity. The global ordering shows

neon at low σ and argon/nitrogen at higher σ, consistent with the Bo analysis. Locally,

increasing Q raises the temperature and lowers σ, shifting the operating point to lower

σ and downward by decreasing R.
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Figure 4.30: Thermal resistance R versus latent heat hlv (left) and surface tension σ
(right). Arrows show trajectories with increasing Q at FR = 50%; legend in Table 4.2.
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Chapter 5

CFD Analysis Results

This chapter presents the capabilities of the numerical model, the generated flow struc-

tures and a comparison between the measured data and the simulation. Representative

frames are shown to illustrate the internal dynamics of the PHP, together with averaged

quantities and their agreement with experimental measurements. Analyses were carried

out for all fluids examined experimentally and for two different internal diameters to

demonstrate both the strengths and limitations of the proposed numerical approach.

Particular attention is devoted to the dynamics of vapor bubbles, which are the main

manifestations of the model performance. Their shape, distribution and motion provide

insight into the internal processes governing PHP operation.

5.1 Mesh Independence Study

The early shape and distribution of bubbles was also used as a criterion for mesh density

selection. This approach was already applied in (143) and the same grid resolution is

used here. That study analyzed how mesh density affects bubble nucleation, interface

sharpness and heat input at the evaporator wall. The mesh independence study from

that publication is briefly revisited below.

Three mesh variants are shown in Figure 5.1. The heating rate on the evaporator wall,

expressed in K/s as the time derivative of the average temperature, was used as the

primary measure of mesh sensitivity. Figure 5.2 illustrates the dependence of the heating

rate on the density of the mesh. Mesh 2 was selected as it reproduces the heating rate of

Mesh 3 with significantly lower computational cost.
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5.1. Mesh Independence Study

However, thermal convergence in terms of the heating speed of evaporator alone is not

sufficient. The initial phase distribution is also influenced by mesh resolution. To ensure

consistent starting conditions, a random distribution based on the prescribed filling ratio

was applied in all cases. Vapor structures at 1, 3 and 5 s were compared to assess bubble

formation and interface resolution. The coarsest mesh (Mesh 1) fails to capture small

vapor bubbles, while the smearing of the interface and the flow distortion are clearly

visible. The black circles in Figure 5.3 highlight blurred regions and the squares indicate

non-physical flow features.

By contrast, Mesh 2 and Mesh 3 both capture small bubbles, preserve the sharpness of

phase interfaces and minimize numerical artifacts. Therefore, Mesh 2 provides the best

compromise between accuracy and computational efficiency and is used in all subsequent

simulations.

Figure 5.1: Three mesh resolutions used in the independence study.
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Figure 5.2: Heating rate of the evaporator wall for different mesh densities.
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5.1. Mesh Independence Study

Figure 5.3: Artifacts and interface distortion in Mesh 1 compared to sharper resolution
in Mesh 2 and Mesh 3.
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The use of early bubble topology in addition to the heating rate criterion is consistent

with best practices for VOF in capillary flows, where interface sharpness and meniscus

curvature must be preserved to avoid artificial diffusion. The present choice of Mesh 2

therefore targets global thermal performance and plug–slug kinematics rather than mi-

crolayer physics, which would require a different refinement strategy (143).

5.2 Numerical Setup and Initialization

The numerical settings adopted in Table 5.1 were chosen as a compromise between ac-

curacy, predictive capability and computational cost. Gradient and second-order accu-

racy interpolation schemes provide sufficient resolution, while van Leer–based divergence

schemes with interface compression preserve sharp phase boundaries without introducing

spurious oscillations (150). Corrected Laplacian and surface normal treatments mitigate

errors due to mesh non-orthogonality in the U-bends. The PIMPLE configuration with

three inner corrections was found sufficient for pressure–velocity coupling, supported by

strict solver tolerances to ensure convergence in the closed domain. Relaxation factors of

0.8 were applied to all main fields to stabilize iterative convergence without noticeably

affecting accuracy.

Table 5.1: Numerical schemes and solver settings used in the simulations.

Parameter OpenFOAM Entry

Time integration Euler

Gradient scheme Gauss linear

Divergence schemes

div(phi,alpha): Gauss interfaceCompression vanLeer 1

div(phirb,alpha): Gauss interfaceCompression vanLeer 1

div(rhoPhi,U), div(phi,U): Gauss vanLeer

div(phi,T), div(phi,k), div(phi,p): Gauss vanLeer

Laplacian scheme Gauss linear corrected

Interpolation scheme linear

Surface-normal gradient corrected

PIMPLE algorithm nOuterCorrectors = 1, nCorrectors = 3

Pressure solver PCG with DIC, tolerance 10
−9

Velocity and turbulence PBiCG + DILU, tolerance 10
−8

Phase-fraction solver (α) MULES with nAlphaSubCycles = 3, cAlpha = 0.75

Energy solver PBiCG + DILU, tolerance 10
−8

Relaxation factors 0.8 for all main fields

Therefore, an interface compression option is used together with van Leer convection

for α as listed above. It sharpens the interface and improves the curvature and normal
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5.2. Numerical Setup and Initialization

estimates, helping to control smearing and spurious currents in the sealed geometry, which

was mentioned by Okagaki et al. (195).

In simulations of PHPs, the initial distribution of the liquid phase inside a sealed cap-

illary is unknown and can only be observed in transparent pipes, which are rarely done

under cryogenic conditions. Moreover, even under gravity, liquid redistribution does not

necessarily align with the gravitational vector (73; 196) due to capillarity and surface

tension. To represent this uncertainty, a random initialization of the volume fraction is

applied. Each computational cell is assigned α = 1 or α = 0 according to a probabil-

ity consistent with the prescribed filling ratio. This nondeterministic start relaxes over

roughly one second as surface tension reorganizes the phase field into vapor bubbles and

liquid slugs. After this short capillary relaxation, long-time statistics are insensitive to

the specific random seed provided the filling ratio is preserved. The early restructuring

of the phase distribution is shown in Figure 5.4.

Figure 5.4: Early evolution of the phase field in the pulsating heat pipe after initialization.

127



5.2. Numerical Setup and Initialization

Table 5.2 summarizes the boundary and initial conditions applied in the simulations for

the three working fluids. The initial temperature was set equal to the condenser tempera-

ture of each fluid, while the initial pressure was fixed at 1000 mbar. All of the scalar are in-

terpolated on walls with assigned boundary conditions using internalField. The quan-

tities of turbulence were prescribed following the approach adopted in (143), with kt=0

and ϵt=0 assigned uniform internal fields. The condenser wall was maintained at a fixed

value corresponding to the saturation temperature of the respective fluid at 1000 mbar

and heat was supplied to the evaporator using the externalWallHeatFluxTemperature

condition over the ranges indicated. Different filling ratios were considered depending on

the fluid in order to examine the effect of filling ratio on PHPs behavior.

Table 5.2: Boundary conditions and properties for different working fluids

Working Fluid Variable Boundary Condition Value Unit

Nitrogen

Tt=0 internalField 77.3 K

pt=0 internalField 1000 mbar

kt=0 internalField 0.05 m2/s2

ϵt=0 internalField 0.01185 m2/s3

k kqRWallFunction internalField m2/s2

ϵ epsilonWallFunction internalField m2/s3

U noSlip 0 m/s

Tcond fixedValue 77.3 K

Power externalWallHeatFluxTemperature 7.5 to 25 W

Filling Ratio alpha.liquid 30, 50, 70 %

Argon

Tt=0 internalField 87.3 K

pt=0 internalField 1000 mbar

kt=0 internalField 0.05 m2/s2

ϵt=0 internalField 0.01185 m2/s3

k kqRWallFunction internalField m2/s2

ϵ epsilonWallFunction internalField m2/s3

U noSlip 0 m/s

Tcond fixedValue 87.3 K

Power externalWallHeatFluxTemperature 7.5 to 25 W

Filling Ratio alpha.liquid 50 %

Neon

Tt=0 internalField 27.1 K

pt=0 internalField 1000 mbar

kt=0 internalField 0.05 m2/s2

ϵt=0 internalField 0.01185 m2/s3

k kqRWallFunction internalField m2/s2

ϵ epsilonWallFunction internalField m2/s3

U noSlip 0 m/s

Tcond fixedValue 27.1 K

Power externalWallHeatFluxTemperature 2 to 9 W

Filling Ratio alpha.liquid 50 %
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5.3. Model Limitations

5.3 Model Limitations

The model can quantify the overall thermal performance of PHPs, as already demon-

strated for earlier versions of the solver (143; 197), yet several fundamental limitations

remain. The first and most critical issue concerns the treatment of the mass. In most

CFD formulations of phase change, strict mass conservation remains unresolved. In this

work, the balance is maintained in part by linking density variations to compressibil-

ity instead of using polynomial fits, which alleviates long-term divergence but does not

fully eliminate accumulated errors. Additional stabilization is introduced through two

mechanisms. First, the Tanasawa (113) accommodation coefficient γ is modified. Ideally,

this factor should remain close to unity, but on coarser meshes, it must be reduced to

prevent local instabilities or energy spikes. Second, a proportional correction factor is

applied to the phase–change source terms based on the ratio of the initial mass to the

current system, m0/m
actual. This term compensates for the cumulative imbalance over

long simulations by scaling the evaporation and condensation rates. Both corrections im-

prove numerical stability, but they shift the thermal balance toward latent heat transfer

at the expense of sensible mechanisms. This challenge is less visible in configurations

with natural outlets or conjugate domains, where mass imbalance can dissipate through

boundary conditions, which explains why many studies report stable operation without

explicit corrections (145; 198). However, in a sealed capillary, these mechanisms cannot

operate, making strict conservation a persistent challenge. Small cumulative mass resid-

uals perturb the density averaged in the domain and the void fraction field α, altering

the compressibility. This can change the steady-state evaporator temperature and abso-

lute pressure, change the start time, and move apparent thresholds for partial or global

drying. Because the m0/m
actual scale favors latent exchange, similar thermal resistances

can arise from different α distributions and vapor generation, resistance trends are useful,

while inferences from absolute mass partition or integrated vapor production should be

treated as indicative.

The second limitation concerns mesh resolution. A detailed representation of the PHP

dynamics would benefit from resolving microscale liquid films and maintaining wall units

y+ ≲ 1. Such wall-normal refinement across multi-loop geometries is computationally

impractical at present. Consequently, the grid prioritizes interface sharpness and numer-

ical stability over fully resolved wall layers, consistent with previous multiloop studies

that reported the same cost–accuracy trade-off (139; 133; 137). In the present work, each

simulation consumed approximately one week on 20 cores of the Intel Xeon Platinum

8268 CPU of the BEM2 supercomputer in Wrocław. This constraint inevitably limited

both the mesh density and the number of parametric cases, making the chosen grid

a compromise between capturing bubble dynamics and suppressing numerical artifacts.
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5.4. Numerical Results

Limited wall resolution smooths curvature and underestimates capillary jumps, altering

the shape and coalescence of the meniscus. The absence of subcell films underpredicts

thin-film evaporation and overestimates near-wall sensible heat.

Another limitation concerns interfacial physics. The present model does not include the

Marangoni thermocapillary stresses (166). Surface tension is modeled as a function of

temperature, which does not fully represent Marangoni-driven stresses and wettability is

introduced through a prescribed contact angle. For nitrogen, only approximate values are

available (199), while for neon and argon, consistent data sets are lacking, in particular

for the dynamic contact angle that numerical studies have linked to thermal resistance

in PHPs (119). These uncertainties propagate to predictions of meniscus motion, bubble

detachment and dewetting and thereby to film deposition and phase distribution. In

the absence of dedicated cryogenic measurements for the present geometry, validation is

therefore limited to global thermal metrics rather than local interfacial quantities.

A further limitation concerns the modeling of thin liquid films and film boiling, which

has been recently addressed in interface–resolved studies (146). In PHPs, a significant

part of heat transfer occurs through evaporation and condensation on films deposited

by oscillating slugs. The present formulation does not resolve the microlayer near the

contact line or includes a film thickness-based closure. Consequently, it cannot capture

film–dominated regimes or the onset of film boiling. Recent analyses confirm that both

film conduction and interfacial evaporation strongly influence the effective thermal resis-

tance of PHPs (200; 201). Additional work on microlayer formation under nucleate boiling

conditions (202) and direct numerical simulation of film boiling in cryogenic fluids (203)

further emphasizes the importance of thin-film physics. Even parametric studies show

that surface wettability modifies the flow pattern and global thermal performance (119)

and reviews of current developments consistently identify film dynamics as a limiting

factor for predictive models of oscillating heat pipes (204). Film–controlled heat transfer

is underpredicted and the transition to film boiling cannot be captured. The minimum

of thermal resistance at low loads may appear shallow, and the degradation of high loads

may be delayed. The amplitudes of geyser-type pulses are not reliable. Quantities that

depend on film thickness, such as depletion length or critical heat flux, are outside the

fidelity of the model.

5.4 Numerical Results

The numerical simulations presented in this chapter are characterized by an extended

computational time horizon not previously reported in CFD studies of pulsating heat
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pipes. Yang et al. (139) investigated cryogenic PHPs with a similar five–loop geometry,

but their simulations were restricted to about 50 s. Mucci et al. (133) performed ambient

temperature simulations of multiloop PHPs, also limited to around 90 s. In contrast, the

present work extends the simulated duration to 350 s, which makes it possible to capture

sustained oscillatory regimes and to analyze both the initial formation of plugs and slugs,

as well as their long–term evolution. The results are organized into three parts: contour

plots of representative fields that are used to illustrate the spatial dynamics, averaged

quantities that are presented together with their concordance with experimental data and

the flow structure dynamics to understand more deeply the heat transfer mechanism in

PHPs.

5.4.1 Contour Plots of Representative Fields

The following contour plots illustrate the instantaneous distributions of phase fraction,

pressure and temperature, which together highlight the physical mechanisms governing

plug–slug motion inside the PHP. Figure 5.5 shows three frames of the liquid volume

fraction αl for nitrogen in a 1.3 mm pipe at 50% filling and a heat load of 15 W, taken

at t = 195 s, 200 s and 205 s. The distribution consists of alternating liquid plugs

and vapor slugs, with loop-to-loop variations in length and spacing. This variability

reflects the convective transport term ∇· (ϕαl) in Eq. (2.36), which advects the phase

fraction along the path. Near U-bends, the local increase in the interface curvature κ

increases the Laplace pressure jump ∆p = σ κ and redistributes momentum between

adjacent segments, which favors plug break-up or coalescence and modifies the thickness

of the deposited film. These effects are consistent with classical results from capillary

tubes linking interfacial curvature to pressure drop and film deposition around moving

bubbles (205). Phase-change sources v̇evap and v̇cond (Eq. (2.35)) further redistribute

the vapor content in the heated and cooled sections. A complementary 1D meniscus-

based analysis by Nikolayev (179) shows that the coupling between capillary pressure and

thermal forcing can destabilize the interface and sustain oscillations in a capillary, offering

a physical analogue for perturbations induced near bends in pulsating heat pipes. Taken

together, pressure and temperature fields show that advection, capillarity, and interphase

mass transfer act jointly to produce the observed spatio-temporal pattern of the αl.

131



5.4. Numerical Results

Figure 5.5: Liquid volume fraction αl at three frames for nitrogen, D = 1.3 mm, fill ratio
50% and Q = 15 W. Snapshots at t = 195 s, 200 s and 205 s.

The absolute pressure field (Fig. 5.6) mainly reflects the hydrostatic and compressibility

components of the flow. Each frame uses its own color scale, which highlights local gra-

dients, but should not be compared in absolute terms. The most pronounced differences

occur at the U bends, where curvature enhances the capillary contribution Fσ in momen-

tum balance (Eq. (2.40)). In addition, the hydrostatic contribution ρgh together with the

compressibility term (ψ ∂p/∂t in Eq. (2.67)) produces a systematic offset: pressures re-

main elevated in the lower part of the device and reduced near the top. as expected These

mechanisms dominate the global structure of p and are consistent with the displacement

of the plugs shown in Fig. 5.5.
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Figure 5.6: Absolute pressure distribution for nitrogen, D = 1.3 mm, fill ratio 50% and
Q = 15 W at t = 195 s, 200 s and 205 s. The legend is rescaled independently for each
frame to highlight local variations.

A clearer picture of the dynamic behavior is obtained from the relative pressure field

prgh = p − ρgh (Fig. 5.7), plotted using a common scale. Subtracting the hydrostatic

component isolates the unstable part of the response governed by compressibility, inertia,

and viscous diffusion. Viscous stresses smooth the pressure gradients within the liquid

slugs, while inertial and unstable terms ψ ∂prgh/∂t and ∂(ρU)/∂t+∇· (ρU⊗U) produce

local pressure variations correlated with the motion of the vapor plugs. At t = 200 s,

the region of high prgh extends over the evaporator section, coincident with significant

displacement of slugs. At t = 195 s and 205 s, alternating pressure bands appear after

coalescence events, showing the oscillatory nature of the flow.
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Figure 5.7: Relative pressure distribution prgh = p − ρgh for nitrogen, D = 1.3 mm, fill
ratio 50% and Q = 15 W at t = 195 s, 200 s and 205 s. A single legend is used for all
frames.

A direct correspondence emerges when the three fields are examined together. The liquid-

vapor distribution (Fig. 5.5) is governed by the structure of the static and dynamic pres-

sure fields (Figs. 5.65.7), which in turn shape the temperature distribution (Fig. 5.8). In

the evaporator section, periodic vapor generation leads to locally increased wall temper-

atures as a result of reduced liquid contact and intermittent phase-change activity. In

particular, the yellow fragments in the evaporator (seen in Fig. 5.8), which are distinct

from the hottest zones, indicate strong local evaporation or a directional flow of liquid

draining from the condenser. These zones coincide with the presence of vapor plugs in

Fig. 5.5 and pressure gradients in Fig. 5.7, confirming the coupling between latent heat

exchange and dynamic pressure response. Closer to the condenser, the flow becomes dom-

inated by liquids, pressure gradients weaken, and the temperature field is nearly uniform

as a result of the fixed boundary temperature. Although the interface positions of the

fraction fluctuate over time, the overall pattern temperature remains periodic, indicating

a quasi-steady oscillatory regime.
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Figure 5.8: Temperature distribution for nitrogen, D = 1.3 mm, fill ratio 50% and
Q = 15 W at t = 195 s, 200 s and 205 s.

5.4.2 Quantitative Validation of the Numerical Model

In this subsection, a comparison between the experimental and numerical results is pre-

sented. The analysis includes the average evaporator temperature and the absolute pres-

sure as a function of time. In the experiment, the average evaporator temperature was

evaluated during the last 15 minutes of the heating process starting from the initial

condition, while in the simulations the time window 250–350 s was considered. The

computational campaign investigated the influence of the filling ratio as well as the tube

diameter (1.3 and 1.7 mm). The comparison of temperatures and pressures enables the

evaluation of the model accuracy in predicting thermo-hydraulic behavior. Figure 5.9

shows the temporal evolution of the average evaporator temperature for a 1.3 mm nitro-

gen PHP at a filling ratio of 50%. Most cases converge towards stationary values, with

the exception of the lowest and the highest heat loads, where stabilization is slower and

incomplete. The most pronounced temperature increase occurs at the beginning of the

heating process, which results from the absence of established circulation in the domain
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and the progressive development of internal flow until the mass and energy fluxes are

balanced. In contrast to the experiment, the numerical model does not exhibit a distinct

start-up phenomenon but rather a continuous growth of the global momentum of the

liquid and vapor phases. A gradual accumulation of oscillations rather than a distinct

start-up event is typical for interface-resolved CFD of multi-loop PHPs (133; 139).

Figure 5.9: Simulated average evaporator temperature evolution in a 1.3 mm nitrogen
PHP with a filling ratio of 50% under heat loads ranging from 7.5 to 25 W.

Figure 5.10 presents the evolution of the absolute pressure. In contrast to temperature,

the pressure signal exhibits more pronounced oscillations throughout the simulation time.

This behavior originates from the higher sensitivity of the hydrodynamics to perturba-

tions and from the role of the thermal capacity of the fluid, which tends to smooth out

temperature variations. In the experiment, the pressure fluctuations are expected to be

smaller because the measurement is performed outside the cryostat in the external loop,

which introduces damping. However, in the numerical results, a clear increase in the

oscillation amplitude with the applied heat load can be observed. Differences in pres-

sure amplitude are expected because measurement through an external line attenuates

high-frequency components, as noted in experimental reviews (206).
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Figure 5.10: Simulated absolute pressure evolution in a 1.3 mm nitrogen PHP with a
filling ratio of 50% under heat loads ranging from 7.5 to 25 W.

Figure 5.11 presents a direct comparison between the experimental and numerical re-

sults. A noticeable discrepancy can be observed in the growth trends of temperature and

pressure. In the experiment, the temperature of the evaporator exhibits an almost linear

increase with heat load, whereas in the simulations, the growth follows a more exponential

trend, which is strongly correlated with the evolution of the pressure. Although the dy-

namic shape of the simulated pressure rise corresponds well to the experimental behavior,

the magnitude of the deviation is more pronounced at higher heat loads. Quantitative

analysis shows that the deviation in the evaporator temperature remains below 5% for

the entire investigated range. For absolute pressure, the relative error does not exceed

8%, except for the highest heat load, where a larger overprediction is observed. This

indicates that the numerical model captures the general thermohydraulic behavior of the

system with a reasonable accuracy, while the main limitation arises from the nonlinear

amplification of pressure at higher heat inputs.
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Figure 5.11: Comparison between experimental and simulated results for a 1.3 mm nitro-
gen PHP with 50% filling ratio under heat loads ranging from 7.5 to 25 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

Figure 5.12 shows the temporal evolution of the averaged evaporator temperature for

a 1.3 mm nitrogen PHP with a filling ratio of 30%. A faster attainment of the steady

plateau can be observed compared to the case with 50% filling. This behavior results from

the reduced liquid inventory, which decreases the damping of momentum transfer as a

result of viscosity and thus accelerates the temperature rise. In this case, all temperature

curves reached a stationary state, indicating that the system remains stable throughout

the entire range of applied heat loads.
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Figure 5.12: Simulated averaged evaporator temperature evolution in a 1.3 mm diameter
PHP under heat loads ranging from 7.5 to 25 W with a filling ratio of 30%.

The corresponding absolute pressure evolution is presented in Figure 5.13. The results

indicate a general overprediction of pressure compared to the experiment. The pressure

curves follow the same trend as the temperature evolution and reach lower values than

in the 50% filling case, which is consistent with the reduced liquid fraction in the system.

139



5.4. Numerical Results

Figure 5.13: Simulated averaged pressure evolution in a 1.3 mm diameter PHP under
heat loads ranging from 7.5 to 25 W with a filling ratio of 30%.

Figure 5.14 compares the experimental and numerical results. The evaporator temper-

ature shows very good agreement with the measurements in all heat loads, while the

pressure is consistently overestimated by the model. The largest discrepancy is observed

at 25 W, similarly to the case with 50% FR, highlighting a reduced predictive precision of

the model at the highest thermal loads. However, due to the full convergence of the tem-

perature curves to steady state, the PHP remains in stable operation for the entire range

of heat loads, in contrast to the 50% FR where stationary behavior was not achieved.
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Figure 5.14: Comparison between experimental and simulated results for a 1.3 mm nitro-
gen PHP with 30% filling ratio under heat loads ranging from 7.5 to 25 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

Figure 5.15 presents the evolution of the average temperature of the evaporator for a

filling ratio of 70%. It can be observed that, with increasing heat load, the numerical

results tend to diverge more strongly from the experimental data. The lack of convergence

becomes evident already at 22.5 W, whereas for the 50% case this discrepancy appeared

only at 25 W. Furthermore, at 25 W a dryout occurs, leading to overheating of the tube.

During this process, the vapor fraction increases significantly and in the simulations the

evaporator temperature rises to very high values until numerical instabilities appear due

to interpolation errors, ultimately resulting in floating point exceptions.
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Figure 5.15: Simulated averaged evaporator temperature evolution in a 1.3 mm nitrogen
PHP under heat loads ranging from 7.5 to 25 W with a filling ratio of 70%.

Figure 5.16 shows the corresponding pressure evolution for a 70% filling ratio. Pres-

sure oscillations are significantly less pronounced compared to lower filling ratios, which

is consistent with experimental observations 4.4. In addition to this, the pressure lev-

els generally agree with the experimental results. However, the increasing deviation at

higher heat loads indicates a limitation of the model in predicting performance under

strongly vapor dominated conditions, where convective heat transfer governed by strong

temperature gradients is dominant.
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Figure 5.16: Simulated averaged pressure evolution in a 1.3 mm nitrogen PHP under
heat loads ranging from 7.5 to 25 W with a filling ratio of 70%.

The comparison between the experimental and numerical results is given in Figure 5.17.

Although the error remains acceptable in the range 7.5–20 W, the predictive capability

of the model deteriorates significantly above this limit, particularly at 25 W, where the

simulation fails to reproduce the correct thermo-hydraulic behavior.
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Figure 5.17: Comparison between experimental and simulated results for a 1.3 mm nitro-
gen PHP with 70% filling ratio under heat loads ranging from 7.5 to 25 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

A cross-comparison of the three filling ratios (30%, 50% and 70%) reveals clear trends.

For 30%, PHP reached steady operation throughout the heat load range, with rapid

temperature stabilization but a systematic overprediction of pressure. At 50%, good

agreement was obtained with moderate heat loads, although agreement was lost at 25 W,

showing the onset of model limitations near drying. Finally, in the 70% filling ratio,

the divergence between simulations and experiments appeared earlier, already at 22.5 W

and full dryout was predicted at 25 W. In general, the best consistency between the

experimental and numerical data was obtained in the 30–50% range, whereas high filling

ratios led to a reduction in the accuracy and stability of the model under elevated heat

loads.

For the 1.7 mm diameter case the transient behavior is noticeably more dynamic compared

to the 1.3 mm PHP. The stronger variability at 1.7 mm coincides with a larger Bond

number, consistent with diameter controlled regime changes and stability limits described

in (207). Figure 5.18 shows that the temperature evolution exhibits pronounced peaks and

irregular variations. This pronounced thermal response is attributed to the simplification

of the 2D model, which inherently neglects the significant thermal inertia and 3D heat

conduction of the physical thermal plate. In the experimental setup, these factors would

effectively dampen such local temperature peaks, leading to a more stable behavior.
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Figure 5.18: Simulated averaged evaporator temperature evolution in a 1.7 mm nitrogen
PHP under heat loads ranging from 7.5 to 25 W with filling ratio of 50%.

The corresponding absolute pressure evolution is presented in Figure 5.19. Variations

are significantly more dynamic than in the 1.3 mm case and stability decreases with

increasing heat load. As in previous cases, the global numerical model overpredicts the

absolute pressure compared to the experiment. Here, the explanation is related to the

reduced amount of solid material in the 1.7 mm tube. This explanation shifts from

the model artifact discussed previously to a physical difference between the tubes. The

1.3 mm tube has a significantly higher solid-to-fluid volume ratio. This greater relative

wall mass provides a substantial inherent damping effect, much as the thermal plate was

meant to. It effectively smooths out local thermal pulses from phase change, resulting in a

more uniform response. The 1.7 mm tube lacks this significant internal thermal buffering.

Its walls react much more sharply to local evaporation or condensation, amplifying the

thermal-hydraulic feedback loop. This inherent physical instability, particularly visible at

17.5 and 20 W, suggests the system is sensitive not only to physical overheating but also

to numerical issues, such as mesh insufficiency leading to the appearance of numerical

dry spots.
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Figure 5.19: Simulated averaged pressure evolution in a 1.7 mm nitrogen PHP under
heat loads ranging from 7.5 to 25 W with filling ratio of 50%.

The direct comparison with the experimental results is shown in Figure 5.20. Although

the overall shape of the pressure curves remains consistent with the measurements, the

temperature predictions are more irregular due to the limitations of the 2D representation.

Overall, the results indicate that the accuracy of the model decreases with increasing

tube diameter, particularly because of the combined effects of reduced wall damping and

numerical sensitivity to local instabilities.
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Figure 5.20: Comparison between experimental and simulated results for a 1.7 mm nitro-
gen PHP with 50% filling ratio under heat loads ranging from 7.5 to 25 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

For argon, the effect of tube diameter (1.3 and 1.7 mm) on thermal performance was

investigated. The results for the 1.3 mm case are shown in Figures 5.21–5.23. The

transient behavior exhibits a lower dynamics compared to the 1.7 mm nitrogen case

(Figure 5.18) and is more consistent with the observations obtained for the 1.3 mm

nitrogen PHP (Figure 5.9). Once steady state is reached, a slight decrease in evaporator

temperature is visible for some cases. This trend is consistent with the experimental data,

where the maximum temperature occurs immediately after a heat load step, followed by a

slow reduction to a stable value. For this reason, the last 15 minutes of the experimental

runs are used for comparison with the numerical results.
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Figure 5.21: Simulated averaged evaporator temperature evolution in a 1.3 mm argon
PHP under heat loads ranging from 7.5 to 25 W with filling ratio of 50%.

The corresponding pressure evolution is shown in Figure 5.22. Oscillations increase with

the applied heat load, whereas the global trend follows the development of temperature.

In all cases, the predicted absolute pressure is higher than in the experiments, which may

be related either to the modeling approach or to systematic effects introduced by external

pressure measurements outside the cryostat.
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Figure 5.22: Simulated averaged pressure evolution in a 1.3 mm argon PHP under heat
loads ranging from 7.5 to 25 W with filling ratio of 50%.

The global comparison with the experimental data is shown in Figure 5.23. The model

slightly overpredicts the temperature of the evaporator wall, particularly at the lowest

heat load, while the pressure is consistently higher in all cases. However, the relative

deviations remain below 10%, which is acceptable from the perspective of evaluating the

thermal performance of the PHP.
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Figure 5.23: Comparison between experimental and simulated results for a 1.3 mm argon
PHP with 50% filling ratio under heat loads ranging from 7.5 to 25 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

Figure 5.24 shows the evolution of the evaporator temperature for argon in a 1.7 mm PHP

with a filling ratio of 50%. Similarly to nitrogen at the same diameter (Figure 5.18), the

temperature variations are more pronounced than in the 1.3 mm cases. The model sys-

tematically overpredicts the wall temperature compared to experiments, but the overall

correlation with pressure evolution is maintained, particularly at higher heat loads such

as 25 W.
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Figure 5.24: Simulated averaged evaporator temperature evolution in a 1.7 mm argon
PHP under heat loads ranging from 7.5 to 25 W with a filling ratio of 50%.

The pressure development for argon is presented in Figure 5.25. Compared to nitrogen,

the evolution is more dynamic and also exhibits a more ordered structure. This behavior

is linked to the weaker influence of the Bond number increase, meaning that mass forces

have a reduced impact relative to capillary effects under strong temperature gradients

imposed by the condenser. As in nitrogen, enlarging the diameter leads to greater pres-

sure variations, although the absolute pressure levels remain lower. This confirms that

the stronger the capillary-driven circulation relative to inertia, the smaller the observed

pressure differences.

151



5.4. Numerical Results

Figure 5.25: Simulated averaged pressure evolution in a 1.7 mm argon PHP under heat
loads ranging from 7.5 to 25 W with a filling ratio of 50%.

The comparison between the experimental and simulated results is shown in Figure 5.26.

As also seen in previous cases, local increases in pressure are associated with subsequent

long-term decreases in the evaporator temperature. This relation reflects the intensifica-

tion of phase change, as a stronger build-up of pressure enhances condensation through

a higher number of computational cells that exceed the threshold in the formulation of

the condensation source term (2.28). The overall errors remain below 15%, confirming

that the model is still suitable for predicting thermal performance despite the stronger

deviations observed at elevated heat loads.

152



5.4. Numerical Results

Figure 5.26: Comparison between experimental and simulated results for a 1.7 mm argon
PHP with 50% filling ratio under heat loads ranging from 7.5 to 25 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

Figure 5.27 shows the evolution of the average temperature of the evaporator for neon

in a 1.3 mm PHP with a filling ratio of 50%. The dynamics are noticeably stronger

compared to nitrogen and argon (cf. Figs. 5.9 and 5.21), which can be attributed to

the lower heat capacity of the solid wall material and the thermophysical properties of

neon itself. In addition, the higher Bond number decrease capillary effects, which result in

larger oscillation amplitudes. Local temperature peaks are observed, which may originate

from limitations of the two-dimensional model (no copper plate is modeled, while in the

experiment it provides a thermal buffer that damps fluctuations) or from local dryout

events (Fig. 5.28). After exceeding approximately 4 W, the temperature trends become

more regular, indicating that the supplied heat input is sufficient to maintain oscillations

and displace liquid plugs through the dryout zones.
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Figure 5.27: Simulated averaged evaporator temperature evolution in a 1.3 mm neon
PHP under heat loads ranging from 2 to 9 W with filling ratio of 50%.

Figures 5.28 and 5.29 show the flow structure and the temperature field at 4 W. In

region A a capillary segment stays colder because the liquid is immobilized, suppressing

convective exchange. In region B a local dryout interrupts the oscillatory circulation.

The snapshots at 115 s and 120 s in Fig. 5.29 capture the liquid front that re-wets the

dried section, restores the capillary connection between the branches, and triggers sharp

temperature and pressure spikes. These transients follow the dynamic film mechanism of

Nikolayev (18), where the evolution of thin-walled films controls the onset and amplitude

of oscillations. In his model, partial or complete evaporation of the film temporarily

suppresses local heat transfer and increases wall temperature, whereas the returning

meniscus redeposits a new film that abruptly restores evaporation and leads to large

oscillation amplitudes. The same sequence is observed here: film depletion produces

local overheating followed by rapid cooling when rewetting occurs.The orientation of the

meniscus reveals the direction of motion. During liquid displacement, the advancing

interface experiences viscous resistance within the contact-line region, which increases

the apparent contact angle, while the receding side is continuously drained, resulting in

a smaller angle. This asymmetry arises from the balance between surface tension and

viscous stresses near the moving contact line, as described by the hydrodynamic wetting

theory of Voinov (208).
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Figure 5.28: Flow structure and corresponding temperature contours for a 1.3 mm neon
PHP at 4 W heat load and 50% filling ratio. Regions A and B highlight, respectively, a
cooled stagnant arm and a locally dried section blocking oscillatory circulation.
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Figure 5.29: Detailed snapshots at 115 s and 120 s for the 4 W neon PHP case, showing
displacement of the dried section by liquid inflow. Top: phase fraction field. Bottom:
temperature field.

The corresponding absolute pressure (Fig. 5.33) increases in the oscillation amplitude with

the applied heat load and shows short spikes that occur together with sudden changes in

the wall temperature. In the case of neon, these peaks are stronger because the total heat

capacity of the fluid is much smaller than that of argon or nitrogen. The system therefore

reacts faster to any temperature disturbance and even a small amount of added heat can

cause rapid local evaporation followed by condensation when the liquid returns. These

quick transitions generate short pressure pulses visible in the signal. The mean pressure

increases steadily with Q, while at the lowest powers the response remains irregular since

the oscillations are close to the activation threshold.
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Figure 5.30: Simulated averaged pressure evolution in a 1.3 mm neon PHP under heat
loads ranging from 2 to 9 W with filling ratio of 50%.

A comparison with the experimental data is provided in Fig. 5.31. A distinct transition is

visible near 5 W, where both the temperature and pressure rise sharply before stabilizing

into a more regular regime. The relative error in temperature prediction remains below

4%, while the pressure is consistently overestimated by 7–12%, in line with the tendencies

observed for nitrogen and argon.
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Figure 5.31: Comparison between experimental and simulated results for a 1.3 mm neon
PHP with 50% filling ratio under heat loads ranging from 2 to 9 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

Figure 5.32 reports the evolution of the average temperature of the evaporator for neon

PHP with 1.3 mm. Pronounced overshoots and intermittent plateaus are observed, par-

ticularly at the upper end of the heat-load range. These features originate from repeated

dryout–rewetting cycles in the evaporator, which modulate the effective heat-transfer

path as the liquid films are depleted and subsequently restored by the incoming plugs.

Compared with D = 1.3 mm, the larger diameter responding to a higher Bond number

which is connected with weaker capillary confinement, while the lower volumetric heat

capacity of neon compared to nitrogen and argon reduces thermal buffering. Both effects

shorten the characteristic thermal time scale and amplify temperature oscillations for a

given Q. In addition, the 2D representation does not include heat spreading in the hot

plate, so the damping present in the experiment is absent here, which favors local peaks

and longer recovery times.
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Figure 5.32: Simulated averaged evaporator temperature evolution in a 1.7 mm neon
PHP under heat loads ranging from 2 to 9 W with filling ratio of 50%.

The corresponding absolute pressure (Fig. 5.33) exhibits an increase in oscillation ampli-

tude with heat load and sharp spikes that coincide with temperature inflections. These

spikes are consistent with capillary pressure jumps ∆p ∼ σκ, in moving menisci and with

rapid rewetting of previously dried segments in U-bends. The long-term mean pressure

increases monotonically with Q, while for the lowest powers, the signal remains irregular

because the sustained oscillations are close to the threshold.
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Figure 5.33: Simulated averaged pressure evolution in a 1.7 mm neon PHP under heat
loads ranging from 2 to 9 W with filling ratio of 50%.

The quantitative comparison in Fig. 5.34 shows a coupled increase in wall temperature and

absolute pressure with Q, but the difference from the experimental results is greater than

for D = 1.3,mm. The wall temperature is consistently overpredicted and the pressure

deviation reaches approximately 10–25% at the highest loads. This behavior results from

two-dimensional simplification, which removes the spreading of excessive heat on the hot

plate and reduces the effective thermal damping of the loop. It is also amplified by the

lower thermal capacity of neon at these temperatures, making the system more sensitive

to local temperature variations and small phase-change imbalances. In this modeling

framework, the bias can be reduced by refining the mesh and by using smaller time steps

to keep the Courant numbers for momentum and phase fraction below the proposed

0.1 limit. Including heat spreading through a three-dimensional conjugate plate or an

effective conduction layer would further improve the agreement at high Q.
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Figure 5.34: Comparison between experimental and simulated results for a 1.7 mm neon
PHP with 50% filling ratio under heat loads ranging from 2 to 9 W: (left) averaged
evaporator temperature, (right) averaged absolute pressure. Percentage values indicate
the relative deviation between simulations and experiments.

The simulations reproduce the observed trends and remain within about 20% of the

measured values across the operating range, preserving the coupling between pressure

oscillations and evaporator temperature. The wall temperature and absolute pressure

are consistently higher than in the experiment. This difference is expected for a formula-

tion that focuses on latent heat transfer without explicitly resolving the thin liquid films

along the wall. The discrepancy may also be partly increased by the damping of pres-

sure oscillations in the experimental setup, caused by the compliance and volume of the

external pressure line. Within these limits, the model reliably describes the internal flow

and phase-change mechanisms, allowing identification of operating regimes and relative

performance. The approach is computationally demanding and typically requires several

days on a computing cluster rather than on a personal computer. With the continued

development of numerical methods and more efficient computational architectures, the

predictive capability of this approach is expected to improve.
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Chapter 6

Summary, Conclusions and

Perspectives

6.1 Summary

This dissertation assembles and analyzes an extensive experimental dataset alongside a

CFD-based numerical framework to investigate the heat and mass transfer in cryogenic

pulsating heat pipes. The work is structured in five chapters.

Chapter 1 provides an experimental and physical introduction, surveys current knowl-

edge of cryogenic PHP operation from the experimental perspective, outlines the factors

that govern PHP behavior, such as geometry and inner diameter, filling ratio, imposed

heat flux, and thermophysical properties, and describes the experimental challenges that

remain to be addressed.

Chapter 2 focuses on the numerical model, reviews the current modeling approaches for

PHPs, identifies numerical gaps and limitations in the literature, and documents the

implementation and initial verification of a fully compressible VOF-based phase change

solver in OpenFOAMv2106. Beyond the mathematical formulation, the build was verified

against canonical problems, namely Scriven bubble growth (166) and the Stefan moving

interface case (165), to assess interface tracking and latent heat exchange. Phase-change

modeling approach follows an extended Tanasawa formulation (113) with Hardt–Wondra-

type smoothing (153) and a Galusinski–Vigneaux convergence criterion (149). Although

these algorithmic elements have limited direct applicability and known constraints, they

allowed controlled checks of solver capabilities such as interfacial localization and evap-

oration–condensation modeling. The solver was compared with available tools to un-
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derscore the thesis novelty, namely a fully compressible VOF model with phase change

implemented in OpenFOAM. The complexity of the code and the scope of the doc-

toral dissertation are reflected in peer-reviewed publications documenting the progres-

sive understanding and progress of the developed framework, as referenced in Chap-

ter 2 (128; 67; 143; 197).

Chapter 3 describes the experimental platform, including the complete fabrication work-

flow for capillary assembly and copper plates, fixture design for accurate placement of

cylindrical CERNOX® sensors and procedures for thermal anchoring and reduction of

parasitic heat leaks that propagate along the instrumentation wiring. Finite element

modeling provided a thermal analysis of thermal interfaces between the PHP and the

first and second stages of the cryocooler to minimize axial temperature gradients along

the condenser plate and guided the integration of the radiation shield within the cryostat.

The chapter presents the temperature control approach, the gas filling protocol, calcu-

lation of the filling ratio, an uncertainty analysis, a characterization of the cryocooler

capacity and cool-down curves.

Chapter 4 reports measurements conducted for three working fluids, argon, nitrogen and

neon, using inner diameters of 1.3 mm and 1.7 mm. The tested heat load ranges were

1–12 W for neon, 1–25 W for nitrogen, and 1–32.5 W for argon, bounded by the cry-

ocooler capacity or the safety limits. The consolidated data set provides performance

maps and thermal responses to varying heat flux together with the experimental uncer-

tainties. Within these results, the larger 1.7 mm geometry outperformed the 1.3 mm

geometry, including cases for neon where the classical Bond number diameter threshold

would suggest limitations. Argon and nitrogen showed comparable performance, with

a slight advantage of argon in reduced thermal resistance, whereas neon exhibited vis-

ibly lower performance. A correlation was observed between diameter and mean PHP

pressure, with pressure decreasing as the diameter increased. The chapter transitions to

explain these findings by evaluating the data within a dimensionless framework, using

dimensionless numbers and thermophysical properties.

Chapter 5 compares experimental results with that of simulations. Calculations were

performed for nitrogen, argon, and neon, with the most extensive parametric studies

of filling ratio and diameter sensitivity carried out for nitrogen, while the analysis of

argon and neon focused on diameter effects on performance. The simulations were two-

dimensional and mesh density selection was supported by mesh convergence checks and

diagnostics of interface diffusion as a proxy for resolution adequacy. In all assembled cases,

temperature differences between the model and the experiment were typically within

±5 − 10% and pressure differences within ±5 − 25%. The overall outcome is a validated

framework that reproduces the thermal response to variations in heat flux and changes
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in filling ratio with practical accuracy, as well as a clearly defined set of modeling and

numerical limitations that provide a framework for future developments.

6.2 Conclusions

This work demonstrates that cryogenic pulsating heat pipes operate with high repro-

ducibility using nitrogen, argon, and neon for both 1.3 mm and 1.7 mm internal diam-

eters over a broad operating range of the cryocooler capacity for different filling ratios

from 10% to 90%. At very low heat input, these devices may fail to establish sustained

oscillations, while at very high heat input, the operating pressure rises and dryout or a

sharp decrease in defective thermal conductivity becomes more likely. In the configura-

tion tested, increasing the internal diameter from 1.3 mm to 1.7 mm reduced the thermal

resistance as the heat load increased. Very low filling ratios increased the risk of dryout,

while very high filling ratios increased the operating pressure and reduced the thermal

resistance within the operating range of safety pressure. The most favorable window was

between a 10% and 50% filling ratio, where thermal resistance was low without exceeding

pressure safety margins.

Two consistent PHP trends have emerged. First, for a given working fluid and inner

diameter, the mean pressure increased with the applied heat input and the filling ratio.

Second, the amplitude of the oscillations was a consequence of the internal flow regime

rather than the pressure value itself. Although the exact flow structure could not be

directly observed due to the absence of a transparent pipe section, synchronized pres-

sure and temperature records successfully identified these regime transitions, including

startup, partial dryout characterized by a lack of a liquid film in the evaporator, and

occasional global dryout. Presented results suggest that the observed shifts in pressure

oscillations are directly related to shifts in the flow type. This mechanism explains the

non-monotonic resistance changes at a fixed filling ratio: as the heat input increased to

maintain stable oscillations, thermal resistance initially decreased. Beyond a threshold,

increasing vapor shear due to higher velocity and intensity of the phase change thinned

the wall films, which reduced the effective area for evaporation and therefore worsened

thermal performance. Finally, with the larger 1.7 mm pipe, the accessible operating win-

dow and pressure margin were larger than for 1.3 mm, consistent with its lower average

pressures.

In the uncertainty for the filling ratio, the dominant contribution is coming from buffer

volume uncertainty, while the influence of pipe volumes and the evaluation of thermo-

physical properties were smaller. The dominant contribution to the uncertainty of the
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resistance was the uncertainty in temperature measurement or the amount of heat applied

to the evaporator. This was most pronounced in two specific regimes: first, at low heat

load, where unsteady startup conditions caused large temperature fluctuations, making

the statistical uncertainty (Type A) higher, and second, at high heat load, where the

uncertainty in the amount of applied heat became the dominant (Type B) contribution.

The pressure was measured in the feeding tube outside the cryostat, which dampened the

signal and partly explains the differences in amplitude relative to the numerical results.

Future experimental campaigns should determine the buffer volume directly with higher

precision rather than depend on the manufacturer’s uncertainty. Additionally, future

pressure measurements should be localized inside the PHP to reduce the influence of the

feeding tube volume, allowing signal amplitudes and fluctuations to reflect the internal

dynamics more accurately.

Finite-element thermal analysis is a useful tool at the design stage of the interface that

couples the cryocooler cold head to the condenser plate. Treating the cold head as

the heat sink and placing heaters on the interface allows for the selection of heater and

sensor locations and the shaping of the interface geometry so that the regulated condenser

temperature becomes spatially uniform. In practice, positioning the heater or a pair of

heaters closer to the regulated zone on the copper interface produced a faster response

with the CTC100, but it resulted in a less uniform condenser temperature than a more

distant placement of the heater. This placement is a compromise. Bringing the heat

input closer to the regulated area reduces the control-loop delay but increases the local

temperature gradients on the condenser surface. Using several heaters can flatten the

temperature field. However, it depends on the precision of the manufacturing regarding

the uniformity of heating and the consistency of resistance between Kapton heaters, since

any variation in a parallel connection might lead to non-uniform temperature control.

FEM makes it possible to compare these variants quantitatively and to identify potential

layouts and sensor positions.

Mechanical reliability of the PHP depends on the silver-brazed T-joint and vacuum in-

tegrity. Therefore, the joint is inspected after thermal cycling and high pressure stress

tests. Later, PHPs were checked with the leak detector to confirm that the joint would

last within the intended operating range.

Mesh independence was verified by confirming that the wall heating rate, together with

the sharpness of the nucleated bubble interfaces, no longer changed significantly with fur-

ther mesh refinement. Consequently, the chosen resolution preserved meniscus sharpness,

accurate interface curvature and physically consistent plug and slug motion at a tractable

computational cost. Startup emerged as a gradual build-up of oscillations rather than a

distinct event. The two-dimensional setup captured the global thermal response but did
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not resolve thin liquid films or thermocapillary stresses.

Together, the experiment and the simulations support several coherent outcomes. The

1.7 mm pipes sustained lower thermal resistance and a wider operating window than

1.3 mm. For each diameter, the most stable and repeatable behavior occurred for filling

ratios between 30% and 50%, where latent and sensible contributions balance and both

the dryout tendency at lower liquid content and the pressure growth at high filling ra-

tios were avoided. The solver showed a systematic over-prediction of pressure and wall

temperature.

Mass conservation, with phase change modeling in a sealed and compressible volume

based on the VOF method, remains challenging. Stabilization is used here to moder-

ate the accommodation coefficient in the Tanasawa model and to apply a proportional

correction to the phase change source terms. The 2D computational domain imposes sig-

nificant limitations. Firstly, it inherently neglects the 3D heat conduction and the large

thermal inertia of the external copper plate. This plate acts as a thermal buffer in the

experiment, absorbing heat pulses and damping temperature spikes. In this case, ther-

mal buffering meant that simulated local temperature peaks were nonphysically sharp

and significantly larger than those observed in measurements. Contact angle data at

cryogenic temperatures are sparse, especially for dynamic values, which add uncertainty

to meniscus motion, film deposition, and pressure amplitudes at high loads. Nevertheless,

the computational cost was significant and limited both the mesh density and the time

step reduction.

The results support practical guidance for design. When the design approaches the

capillary confinement limit, expressed by the Bond number, it is generally safer to select

the larger value as a candidate for the inner diameter. The classical threshold near

a Bond number of 4 should be treated as indicative rather than absolute, since in the

present study, oscillations and efficient heat transport were still observed even for doubled

threshold values. A mid-range filling ratio provides stable performance and should be used

as a reference point when defining operating conditions.Argon and nitrogen with a 1.7 mm

inner diameter and a filling ratio close to 50% offered the best compromise between low

thermal resistance and sufficient pressure margin. For neon, the usable heat flux window

is narrower. For comparisons between similar geometries, it is recommended to report

thermal resistance rather than effective thermal conductivity, since the resistance directly

links the temperature rise to the imposed heat load, while the conductivity incorporates

geometric effects that are redundant when the external dimensions are fixed.

Across the present dataset, no single tested criterion (Bond, Ohnesorge, Jacob num-

bers, saturation-slope dp/dT |sat) provides a universal connection for thermal performance
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across fluids and diameters. Each of them reflects only part of the PHPs behavior and

shows trends locally, for a fixed filling ratio and within a limited operating window.

However, none of them provides a global conclusion when considered individually. In

this sense, the criterial analysis is mainly a way to organize the observations to under-

stand PHPs physics more deeply. As a potential extension, a statistical analysis of the

same dataset could help separate local trends from global tendencies and quantify their

uncertainty without relying on any single indicator.

The experimental maps and the validated numerical outcomes define the operating win-

dows of cryogenic PHPs and deliver predictions with quantified uncertainty. The frame-

work forecasts operating points and thermal performance and explains the internal flow

structure that governs heat transfer. The combination of the simulation results with

measurements provides comprehensive validation and demonstrates that the same tool

can quantify the influence of inner diameter and other geometric choices, as well as assess

changes in working fluid and filling ratio with a single, consistent methodology.

6.3 Perspectives

The next experimental campaign should deliberately approach the capillary–confinement

boundary to delineate the practical limits of theBo = 4 threshold (6; 209) under cryogenic

conditions. In the present geometry, this suggests testing larger inner diameters for

nitrogen and argon (for example Di ≈ 2.2 mm for nitrogen and Di ≈ 2.0 mm for argon)

and a smaller diameter for neon around Di ≈ 1.0 mm, corresponding respectively to

approximate Bond numbers of 4.2, 4.5 and 0.9. The condenser setpoint should be shifted

to sweep the Bond number in fixed geometry while documenting the consequences for

operating pressure.

Based on evidence that dynamic contact angle and film deposition can alter thermal

resistance in pulsating heat pipes (119), and given the current gaps in cryogenic wetting

data such as dynamic contact angle, a targeted measurement campaign is needed to

represent interfacial physics quantitatively in models. The general contact line theory is

mature (210), yet available cryogenic measurements are sparse. Static angles for nitrogen

have been reported on selected substrates (199). Comparable static data for argon and

neon are not available and dynamic constant angle datasets are missing for all three fluids.

The proposed measurement campaign should determine the relevant materials and surface

roughness under static cryogenic conditions for advancing and receding contact angles,

their hysteresis, and the velocity dependence of the dynamic contact angle. Such data

would enable to provide experimental dataset for the calculation of dynamic wetting and
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for film deposition by oscillating slugs, reducing a leading source of uncertainty in phase

change modeling and improving the prediction of thermal resistance.

In future studies, a useful direction would be to add flow visualization so that internal

structure statistics can be linked directly to the performance maps. High-speed imaging

through transparent pipes and cryostat windows, synchronized with pressure and temper-

ature measurements, would enable regime identification and transition maps as functions

of the filling ratio, applied heat input and operating pressure. Room-temperature PHP

studies already provide practical protocols and taxonomies (204) and recent cryogenic

imaging of oscillatory boiling shows that similar approaches are feasible for nitrogen

(183; 184). With imaging, each record can be indexed by the instantaneous thermody-

namic state and by the velocity of the meniscus derived from the sequences, which in

turn enables the use of dimensionless numbers based on velocity. Extending the different

fluids would widen the span of surface tension, viscosity, latent heat and heat capacity,

allowing statistics on structures to be connected to the governing numbers and to mea-

sured thermal resistance and operating pressure. Such experimental data would provide

insights into the heat-transfer balance, such as the ratio of latent to sensible components,

thereby reducing the present uncertainty of this balance. They would also enable the con-

struction of a statistical model to predict PHP performance under comparable operating

conditions.

On the modeling side, a three-dimensional conjugate domain should replace the present

two-dimensional representation to restore the normal components of wall films and heat

spreading in the copper plates. Interface-resolved capillary studies show that meniscus

curvature, capillary pressure jumps and deposited films set the effective evaporation and

condensation areas (211; 200). Three-dimensional simulations of Taylor bubbles and slug

flow further document the sensitivity of film thickness and heat transfer to geometry

and wetting (212; 213). For PHPs, a limited-loop 3D model with periodic replication can

control costs while capturing the coupling between the tube and the copper plates and can

deliver fields that are inaccessible in two dimensions, namely film thickness and curvature

distributions. These outputs would enable direct validation of thin-film closures and a

clearer attribution of performance changes to geometry, wetting and operating conditions.

The selected operating points should be recomputed with locally refined meshes that

achieve a wall-adjacent resolution of y+ ≲ 1 and maintain an interface thickness smaller

than the expected film scales. This refinement is expected to improve the precision of

the calculated meniscus curvature, the prediction of capillary jumps, and the evolution of

the deposited films, thus reducing the current bias toward latent transfer and clarifying

the shear-induced thinning mechanism that degrades performance at high loads.
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6.3. Perspectives

The interfacial mass transfer closure requires two advancements. First, the accommo-

dation coefficient in Tanasawa-Schrage-type formulations (113; 111) should be explicitly

dependent on the local time step and cell size to avoid stiff over-conversion when γ→ 1

while remaining consistent with kinetic-theory limits (214). Second, the phase change

should be conditioned on co-current deviations of temperature and pressure from satu-

ration and corrected for interface curvature via the Kelvin relation, which arises from

surface tension. Consistent with bubble growth simulations that resolve the approach to

Tsat as in (215), this makes the local equilibrium explicitly dependent on the geometry of

the meniscus.

Thermocapillary stresses should be included when reliable dσ/dT data are available for

the fluid. The driving mechanism is the surface tension gradient along the interface rather

than the absolute value, and it must be applied tangentially to the resolved interface as in

(216). Given the sensitivity of Marangoni effects to wetting dynamics, their incorporation

should follow the acquisition of the dynamic contact angle data outlined above.

Phase-fraction advection can be improved by adopting geometric VOF schemes that

maintain boundedness and sharp interfaces with reduced numerical diffusion compared

to legacy algebraic limiters. In the OpenFOAM ecosystem, isoAdvector and related

geometric methods provide sharper interface transport and better curvature preservation,

which improve the accuracy of capillary pressure and reduce spurious currents (217).

Migrating the current solver to such advection and modern bounded MULES variants

would directly address the residual smearing observed in long sealed runs.
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